Validation of Unresolved Neutron Resonance Parameters Using a Thick-Sample Transmission Measurement
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Abstract — Often discrepancies can be found in the corresponding cross sections of different evaluated nuclear data libraries. Traditional integral benchmarks that are used to validate such libraries are sensitive to cross-section values across many different energies. This means an erroneously low cross section at one energy may compensate for an erroneously high cross section at another energy, and the integral benchmark value may still be met. While the evaluated cross section may agree with that single benchmark, it could affect other systems differently. To reduce the potential for this error, an energy differential validation method is proposed herein for continuous energy Monte Carlo neutron transport models in the resolved resonance region and the unresolved resonance region (URR). The proposed method exposes the underlying physics of the URR and validates both the average cross section and resonance self-shielding effect driven by the fluctuations in that cross section. This is done by measuring the neutron transmission of a thick sample that, by its nature, exaggerates the resonance self-shielding effect. This validation method is shown to be very sensitive to the cross-section model used (resolved versus unresolved) and the fluctuation correction employed, allowing it to probe the validity of the previously mentioned cross-section evaluations. Tantalum-181 is used as an example to demonstrate the impact of different resonance evaluations. It was found that the JEFF-3.3 and JENDL-4.0u evaluations made reasonable choices for cross-section models of 181Ta; none of the current evaluations, however, can be used to properly model the validation transmission over all energies. It was also found that updating resonance parameters in the URR provided better agreement with the validation transmission.
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I. INTRODUCTION

Tantalum is a chemically resistant refractory metal with a high melting point making it a desirable material for inhospitable environments such as nuclear power reactors. Tantalum is nearly monoisotopic, with an isotopic abundance of approximately 99.99% 181Ta (Ref. 3). Though the neutron interaction cross section of tantalum has been measured in the past, few data have been reported in the energy region 0.2 to 100 keV, and the cross section in that region is not known with great detail. This energy region is especially important for next-generation reactors designed to operate with higher average neutron energies than today’s thermal reactors as well as other applications with an intermediate neutron spectrum, such as those in which criticality safety is important. The lack of fine energy resolution data sets available for this isotope and the discrepancies found among evaluated libraries strongly motivate renewed investigation of the isotope 181Ta.

*E-mail: brownjm@ornl.gov
Cross section is often classified into several different regions of energy, each with a corresponding semi-empirical model that best describes the physics of the region. There is a resolved resonance region (RRR) model for low energies, the unresolved resonance region (URR) model for energies just beyond the RRR, and the optical model in the fast or continuum region where the cross section varies slowly as a function of energy. Evaluations of $^{181}$Ta in the ENDF/B-VIII.0 (Ref. 4), JEFF-3.3 (Ref. 5), and JENDL-4.0u (Ref. 6) libraries contain different parameters and methods to describe the RRR and URR, which result in inconsistent evaluated cross sections. The evaluated cross sections for the mentioned libraries are illustrated in Fig. 1.

JEFF-3.3 and JENDL-4.0u have nearly identical resonance parameters but differ in their treatment of the URR\(^a\) whereas the ENDF/B-VIII.0 parameters deviate from the other two libraries significantly in the RRR and the URR. To validate which models should be used and where they should be used, experimental cross-section data and uncertainties on those data must be consulted. In the common ENDF-6 format, all of the previously mentioned libraries list the sources of the data for their evaluation. ENDF/B-VIII.0, JEFF-3.3, and JENDL-4.0u all list Mughabghab and Garber\(^7\) and Macklin\(^8\) for RRR and URR parameters; JENDL-4.0u (and by extension JEFF-3.3) lists that Yamamuro et al.\(^9\) and Tsubone et al.\(^10\) are also used.

Among these references, the highest-resolution measurement is by Tsubone et al., who fit parameters up to 4.3 keV. Unfortunately, the Tsubone et al. transmission data and uncertainties are not publicly available. We are aware of only one high-resolution transmission data set, by Harvey et al.,\(^11\) which provides data up to 3 keV. The Harvey et al. data set can be found on EXFOR (Ref. 12). The remaining publicly available total and capture cross section data sets contain a few measurements in the region of interest, which is 0.1 to 100 keV, but do not provide any information on the structure of the cross section in the energy region 0.3 to 30 keV. Without data that resolve structure in the kilo-electron-volt region, the impact of a new evaluation is limited. For this reason new measurements of $^{181}$Ta have been made at Rensselaer Polytechnic Institute (RPI). An example of the total and capture cross-section data that are available on EXFOR (accessed 2018) are plotted in Fig. 2.

The validation method proposed in this work is similar to the high-energy transmission benchmarks of the past, which were typically in the mega-electron-volt range. Examples include the transmission measurements of Maerk and Muckenthaler,\(^21\) Maerker,\(^22\) and Murata et al.\(^23\); the spherical shell assemblies benchmarked by Jansky\(^24\) or Simakov et al.\(^25\); or the angular flux measurements of Malaviya et al.\(^26\) Typically, in these experiments the differences in experimental and computed fluxes are compared. The transmission measurements in Refs. 21, 22, and 23 bear the closest resemblance to the present validation method but were focused on energies above the URR.

It is stressed here that the rapid fluctuations in cross sections must be properly accounted for when calculating transmission from cross section, or cross section from transmission. We sought to probe the validity of each of the evaluators' choices in cross-section models (and parameters used to describe them), with a focus on how fluctuations are treated. This was done by designing a transmission measurement that exaggerated the underlying physics in the URR and was sensitive to the models used in the RRRs and the URRs.

\(^a\)Jeff-3.3 instructs users to reconstruct cross section based on the URR parameters listed in File 2 of the ENDF-6 format whereas JENDL-4.0u lists average cross section in File 3 of the ENDF-6 format. Both instruct to use the URR parameters listed in File 2 to correct for the resonance self-shielding effect. It should also be noted that JEFF-3.3 lists energy-dependent average parameters in the URR whereas JENDL-4.0u only allows the inelastic width to vary as a function of energy.
II. TOF CROSS-SECTION MEASUREMENTS

Neutron time-of-flight (TOF) experiments, such as those performed at the Gaertner Linear Electron Accelerator (Linac) Center at RPI, provide a means for high-resolution, differential energy measurements. These include neutron transmission and neutron capture yield, which provide information necessary to calculate total cross section $\sigma_t$ and capture cross section $\sigma_\gamma$, respectively.

TOF measurements require knowledge of the time at which free neutrons are produced $t_0$ and the time at which a neutron interacts with the sample or detection system $t_i$. The difference of these two quantities is defined as the TOF: $\text{TOF} = t_i - t_0$. The energy of a given neutron $E$ is derived from the neutron TOF and some fixed flight path (FP) as

$$E_i = m_n c^2 \left( \frac{1}{\sqrt{1 - \left( \frac{v}{c} \right)^2}} - 1 \right),$$

where $m_n$ is the neutron mass and $c$ is the speed of light in vacuum. At the RPI Linac this is achieved by colliding a very short pulse of electrons with a neutron-producing target and recording the moment $t_0$ at the time a bremsstrahlung gamma flash is produced from that target. These bremsstrahlung photons cause $^{181}\text{Ta}(\gamma,n)$ reactions in the target and produce a burst of neutrons in a range of energies. The highest-energy neutrons are around 50 MeV, and through neutron moderation the neutron energies can go to the thermal energy range. This gives the RPI Linac the capability to probe cross sections accurately over a large energy range.

II.A. Transmission

Neutron transmission measurements record the neutron count rate of a detector at some fixed FP for both a sample in the beam $^{181}\text{Ta}(t_i)$ and no sample in the beam (open) $^{181}\text{O}(t_i)$. The background subtracted ratio of these two quantities is the neutron transmission for the sample of interest:

$$T(t_i) = \frac{^{181}\text{Ta}(t_i)}{^{181}\text{O}(t_i)} = \frac{c^{181}\text{Ta}(t_i) - k^{181}\text{Ta}B(t_i) - B_0^{181}\text{Ta}}{c^{181}\text{O}(t_i) - k^{181}\text{O}B(t_i) - B_0^{181}\text{O}}.$$  \hspace{1cm} (2)

The quantities $k^{181}\text{Ta}B(t_i)$ and $k^{181}\text{O}B(t_i)$ are the time-dependent backgrounds for the “sample in” and “open” measurements, respectively, normalized by their corresponding $k^{181}\text{Ta}$ and $k^{181}\text{O}$. Respectively, $B_0^{181}\text{Ta}$ and $B_0^{181}\text{O}$ are the constant backgrounds for sample in and open. Usually, the quantity of interest is the total cross section, which is related to the transmission as

$$T(E) = e^{-nE},$$

where $n$ is the areal density of the sample in units of atoms per barn (at/b).

II.B. Resonance Self-Shielding

In all TOF measurements there is uncertainty in the neutron energy measured including, but not limited to, the time at which a neutron is emitted and detected and...
the exact FP a neutron traveled. This uncertainty has the effect of broadening the observed transmission, which can effectively average out some of the fluctuations in the true cross section. This is the reason why a URR model is necessary, i.e., because resonance fluctuations are in the true unobserved cross section \( \sigma_i(E) \) but cannot be observed due to the uncertainty in experiments. The following analysis will closely resemble that of Brown\(^{27} \) and Semler.\(^{28} \) The beginning of the URR for a measurement is often defined as where the uncertainty in TOF or \( E \) is greater than the spacing of the resonances. As all measurements are finite, the observed transmission or yield is always measured as an average over some finite energy. If the observable is transmission, the effective average transmission \( \langle T \rangle \) is given by

\[
\langle T(E) \rangle = \frac{\int_{E_1}^{E_2} \phi(E)e^{-n\sigma_i(E)}dE}{\int_{E_1}^{E_2} \phi(E)dE}.
\]  
(4)

For Eq. (4) the transmission is measured over some finite time bin with bin edges at times \( t_2 \) and \( t_1 \) that corresponds to the energy bin from \( E_1 \) to \( E_2 \). This energy bin determines the uncertainty in neutron energy \( \Delta E = E_2 - E_1 \). We shall assume that the flux \( \phi(E) \) is constant in the energy range \( E_1 \) to \( E_2 \) and that the flux terms in the numerator and denominator cancel. After some manipulation,

\[
\langle T(E) \rangle = \frac{1}{E_2 - E_1} \int_{E_1}^{E_2} e^{-n\sigma_i(E) - \langle \sigma_i \rangle}dE,
\]

(5)

where \( \langle \sigma_i \rangle \) is the total cross section averaged over the energy interval from \( E_1 \) to \( E_2 \). The average of the cross section \( \langle \sigma_i \rangle \) in the energy bin \( E_1 \) to \( E_2 \) can be moved out of the integral as it is constant, and the final result is

\[
\langle T(E) \rangle = e^{-n\langle \sigma_i \rangle} \left\{ \frac{1}{\Delta E} \int_{E_1}^{E_2} e^{-n\sigma_i(E)-\langle \sigma_i \rangle}dE \right\}.
\]

(6)

Because of the nonlinear relationship of transmission and cross section, in general, \( (T(\sigma_i(E))) \neq T(\langle \sigma_i(E) \rangle) \) (Ref. 29). If, however, the true unobserved cross section does not fluctuate away from the average cross section over the energy between \( E_1 \) and \( E_2 \), the bracketed term in Eq. (6) is nearly unity and \( \langle T(\sigma_i(E)) \rangle \approx T(\langle \sigma_i(E) \rangle) \). It can also be deduced from Eq. (6) that if the sample areal density \( n \) (i.e., the sample optical thickness) is very small \((n\sigma_i < 1)\), the bracketed term can again be driven more closely to unity.

This effect is often called the resonance self-shielding effect or perhaps more intuitively the transmission enhancement effect as the effective transmission is increased (effective cross section decreased) in thick self-shielded samples. To account for this fluctuation-driven resonance self-shielding effect, parameters in the RRR are used to predict the fluctuating behavior in the URR. This has been addressed in Monte Carlo neutron transport codes such as SESH (Ref. 30) and MCNP 6.1 (Ref. 31), which predict similar resonance self-shielding corrections.\(^{13,32} \) In the MCNP 6.1 program, the probability table method is used, where cross-section probability distributions from NJOY21 (Ref. 33) are sampled. NJOY21 uses average resonance parameters to populate fictitious resonances. Sampled many times these fictitious resonances can, on average, properly predict the behavior of the cross section. This URR model and its evaluated parameters for \(^{181}\)Ta are tested in this work with a validation transmission measurement, where the sample is chosen to be very thick \((n\sigma_i \geq 1)\) to highlight the self-shielding effect.

The impact of the self-shielding correction is evident in Fig. 3. The self-shielding correction is determined by the ratio of corrected and uncorrected MCNP transmission calculations based on the evaluated JEFF-3.3 cross section. In the RRR there is no difference as MCNP only applies the correction to the average cross section in the URR. The transmission is corrected as much as 33% due to the resonance self-shielding effect for a 12-mm-thick sample of \(^{181}\)Ta.

Fig. 3. The self-shielding correction as calculated by MCNP 6.1 for a 12-mm-thick sample of Ta. The correction factor is determined by the ratio of corrected and uncorrected MCNP transmission calculations based on the JEFF-3.3 evaluated cross section. In the RRR the correction is unity; this is due to the assumption that all fluctuations have been described by the model. The correction is greatest at the lowest-energy URR cross section as this region contained the greatest cross-section fluctuations. The correction for ENDF/B-VIII.0 changes the transmission by a factor as much as 3.5 for a 12-mm sample of Ta.
II.C. Resolution Boundary

For a single measurement the end of the RRR and the beginning of the URR can be defined by the location in energy space where the experimental uncertainty in neutron energy \( \Delta E = D \), where \( D \) is the average energy spacing of the nuclear levels. This boundary between the RRR and the URR will be referred to as the resolution boundary. Upon consideration of many data sets with varying resolution, evaluators may use other metrics to determine where each model ought to be employed. A simple justification has often been made from the assumed linearity of the level spacing in the RRR. This is illustrated in Fig. 4.

The slope of the cumulative levels as a function of energy should be given by the inverse level spacing. Figure 4 shows that the cumulative levels and energy do not have a linear relationship for the entire energy range. It is assumed that the departure from linearity is caused by the experiment measuring an energy region where not all of the resonances are resolved. The resolution boundary can then be logically taken as the energy where nonlinearity begins. This is thought to be the reasoning behind the ENDF/B-VIII.0 choice of 330 eV for the resolution boundary. On the other hand, some evaluators have extended the RRR into the energy region where levels are clearly being missed, such as in the case of JEFF-3.3, to preserve the structure of the cross section better than the average used in the URR. The validation transmission method described herein is proposed as a way to determine the validity of the choices evaluators make for the resolution boundary.

III. TRANSMISSION VALIDATION METHOD

III.A. Measurement

Evaluation choices made for the RRR and the URR models have impacts on the final predicted observables in continuous energy Monte Carlo codes such as MCNP. To validate the choices made in different evaluations, an accurate continuous energy validation measurement is required. The validating measurement was transmission through a 12-mm-thick Ta sample (0.06716 at/b) of 99.95% chemical purity. A depleted U sample (0.0821 at/b) was measured in tandem with the Ta to verify the background, a FP distance FP = 35.18 ± 0.04 m, and \( t_0 = 3.32 ± 0.01 \) µs. The sample dimensions and mass are listed for each of the two 6-mm samples stacked to create the 12-mm sample in Table I. In an effort to be explicit, the calculated quantities of density and areal density of the samples are listed as well. The sum of areal densities gives \( n = 0.06716 \) at/b for the 12-mm sample, and the quadrature sum of their corresponding uncertainties gives the 0.21% error on the 12-mm sample areal density. The sample impurities for the 12-mm Ta sample are listed in Table II and have units of parts per million (ppm).

The neutron source used was the RPI Linac with a neutron production target. The Linac was operated at 400 Hz with a 10-ns pulse width, a current of approximately 12 µA, and average electron beam energy of 55 MeV. The neutron detector used for the measurement was a 1.27-cm (0.5-in.)-thick glass doped with \(^6\)Li viewed by two 12.7-cm (5-in.)-diameter photomultiplier tubes and placed along the east beamline. This detector is fully described by Barry in Ref. 35. The beam was

![Fig. 4. The cumulative number of nuclear levels as a function of energy; in the RRR this relationship is assumed to be linear. The cumulative number of levels found in JEFF-3.3 is compared to the expected value given an average level spacing of \( D = 4.17 \) eV (Ref. 34). The departure from linearity is seen at approximately 300 eV. This nonlinearity could be caused by missing levels. ENDF/B-VIII.0 places the resolution boundary at 330 eV; JEFF-3.3 and JENDL-4.0u place the resolution boundary at 2400 eV. (Ref. 27.)](image)

TABLE I

The Sample Dimensions of Each of the Two 6-mm Ta Samples

<table>
<thead>
<tr>
<th>Dimension</th>
<th>6-mm Sample A</th>
<th>6-mm Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (cm)</td>
<td>10.034 ± 0.001</td>
<td>10.022 ± 0.001</td>
</tr>
<tr>
<td>Width (cm)</td>
<td>10.0300 ± 0.0008</td>
<td>10.030 ± 0.001</td>
</tr>
<tr>
<td>Thickness (cm)</td>
<td>0.6064 ± 0.0013</td>
<td>0.6042 ± 0.0021</td>
</tr>
<tr>
<td>Mass (g)</td>
<td>1015.0 ± 0.1</td>
<td>1015.0 ± 0.1</td>
</tr>
<tr>
<td>( \rho ) (g/cm(^3))</td>
<td>16.63 ± 0.04</td>
<td>16.71 ± 0.06</td>
</tr>
<tr>
<td>( n ) (at/b)</td>
<td>0.03356 ± 0.00007</td>
<td>0.03360 ± 0.00012</td>
</tr>
</tbody>
</table>
collimated before and after the samples, which were placed at approximately 20 m from the neutron source. The majority of the beam path was under vacuum and contained fixed notches of 2.54-cm (1-in.)–thick Al and 0.0254-cm (0.01-in.)–thick Co as well as a 0.079375-cm (1/32-in.)–thick Cd overlap filter. The neutron production target consisted of a bare set of water-cooled Ta plates placed off the neutron beamline axis and a 2.54-cm (1-in.)–thick polyethylene disk placed on axis. This target is described in detail by Overberg et al. as the bare bounce target (BBT). The measured count rate for the open beam (\(\_\text{Co}\)) and sample in (\(\_\text{CTa}\)) configurations as well as their associated backgrounds (\(k_\text{B}, k_\text{Ta}\)) are shown in Fig. 5.

The configuration of the BBT has several advantages. The off-axis position of the Ta plates prevents a majority of the bremsstrahlung photons and Ta decay photons from reaching the neutron detector. The polyethylene disk used as a reflector also moderates the neutron spectrum, improving the signal-to-background ratio in the lower kilo-electron-volt energy region. The background is modeled by an exponential function with fitted parameters \(a\) and \(b\) as

\[
\tilde{B}(t) = a \cdot e^{-bt} + \tilde{B}_0 .
\]  

Equation (7) was fitted to the \(\tilde{B}_0\) subtracted count rates at the 250-, 35-, 2.8-, and 0.132-keV resonances produced by Li, Al, Na, and Co samples, respectively. These samples were measured during separate dedicated background runs. This is referred to as the black resonance method, which has been used widely and its strengths and weaknesses have been discussed in detail by Syme. This method of background treatment introduces correlations between the transmissions calculated for different time bins but contributes less than 2% uncertainty across all energies.

The thickness of the Ta sample was chosen to amplify the effect of resonance self-shielding described in Sec. II.B. This measurement was designed to have a well-defined background with minimized in-beam photons and strong transmission enhancement due to resonance self-shielding. This resulted in a validation measurement that was very sensitive to the resonance parameters used in continuous energy Monte Carlo codes that model nuclear interactions.

The thick \(^{181}\text{Ta}\) transmission measurement is shown in fine resolution along with the \(^{238}\text{U}\) sample in Fig. 6. The transmission agrees relatively well with JEFF-3.3 in the low-energy RRR for the \(^{181}\text{Ta}\) sample. It was assumed the RRR and the URR were well known for \(^{238}\text{U}\), and good agreement was found between the measured data and evaluation, verifying the data reduction of the \(^{181}\text{Ta}\).

### III.B. Uncertainty and Correlation

The statistical uncertainty in the transmission was derived from the propagated uncertainties in the count

\(\text{TABLE II}

<table>
<thead>
<tr>
<th>Element</th>
<th>Parts per Million</th>
<th>Element</th>
<th>Parts per Million</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>20</td>
<td>Nb</td>
<td>30</td>
</tr>
<tr>
<td>Mo</td>
<td>20</td>
<td>Ti</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>O</td>
<td>110</td>
<td>Al</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>Mn</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>C</td>
<td>20</td>
<td>Cu</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>H</td>
<td>8</td>
<td>Sn</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Fe</td>
<td>20</td>
<td>Ca</td>
<td>&lt; 5</td>
</tr>
<tr>
<td>Cr</td>
<td>3</td>
<td>Mg</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Ni</td>
<td>3</td>
<td>Zr</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Si</td>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. The count rates for the thick Ta transmission. The experimental open and sample count rates are given by the red and black-dashed curves, respectively. Red and black circles and triangles indicate black resonance background count rates for the open and sample in count rates, respectively. The smooth red and black-dashed curves come from a function [Eq. (7)] fitted to the black resonance background points for the open and sample count rates, respectively. The statistical and systematic uncertainties from the background fit were propagated to the uncertainty in transmission. It should be noted that the errors on the black resonance count rates are too small to be visible.

\(b\) Neglecting the uncertainty found at energies coinciding with Al resonances at 6, 35, and 88 keV where the count rate has been significantly reduced.
The uncertainty in each time bin that determined the black resonance count rates. The quantities in the calculated background that were subtracted off of the count rates. The fitted background and constant room background measurements for the TOF spectrum for the181Ta sample. Resonances in the fixed Al notch cause large variations in the transmission at approximately 35, 88, and 150 keV, as does the Co resonance at 132 eV. (Ref. 27.)

A least-squares fit was used to determine best fit parameters for the181Ta sample. Resonances in the fixed Al notch cause large variations in the transmission at approximately 35, 88, and 150 keV, as does the Co resonance at 132 eV. (Ref. 27.)

Fig. 6. The fine-resolution transmission for 181Ta and 235U compared to transmission for the evaluated JEFF-3.3 and ENDF/B-VIII.0 total cross sections, respectively. The 235U sample was used to verify experimental parameters for the 181Ta sample. Resonances in the fixed Al notch cause large variations in the transmission at approximately 35, 88, and 150 keV, as does the Co resonance at 132 eV. (Ref. 27.)

The relative neutron production rate from the neutron target is monitored periodically throughout the duration of the experiment by fission chambers at a short FP. The monitor count rates are then used to normalize each period of the experiment to a relative neutron rate to ensure the count rate is equivalent for both the sample and open measurement. To introduce the systematic uncertainty from the monitor normalization of count rates, Eq. (2) instead becomes

$$T(t_i) = \frac{a_1 C_{Ta}(t_i) - a_2 k_{Ta} a e^{-bt_i} - B_{0Ta}}{a_3 C_{o}(t_i) - a_4 k_o a e^{-bt_i} - B_{0o}}, \quad (8)$$

where the quantities $a_{1,2,3,4}$ are nearly unity. The monitor normalization also introduces correlated error. The uncertainty on each of the monitors $a_{1,2,3,4}$ is between 1% to 2%. The uncertainty for $k_{Ta}$ and $k_o$ (4.3% and 5.5%, respectively) is derived from the normalization to the fixed Al notch count rate at 35 keV. To properly account for the correlated and uncorrelated uncertainties, an approach similar to that of Becker et al.\textsuperscript{38} was employed. This method separates the propagation of the correlated and uncorrelated uncertainties and then adds the separate components to produce the covariance for $T_i$ as

$$C_y = F_x C_x F_x^T = F_{st} C_{st} F_{st}^T + F_{sx} C_{sx} F_{sx}^T. \quad (9)$$

In this notation the statistical (uncorrelated) uncertainty for $\hat{C}_{Ta}(t_i)$ and $\hat{C}_{o}(t_i)$ is contained in the diagonal elements of $C_{st}$, and their associated Jacobian is $F_{st}$. The systematic (correlated) uncertainty for $a, b, k_{Ta}, k_o, B_{0Ta}, B_{0o}, a_1, a_2, a_3, \text{ and } a_4$ is contained in the matrix $C_{sx}$. The associated Jacobian for the systematic variables is contained in $F_{sx}$. The sum of these two components is mathematically equivalent to the well-known uncertainty propagation equation,\textsuperscript{39} given by the matrices with subscript $x$. This method is documented in further detail in Ref. 27 along with the numerical results for the uncertainties and derivatives. The advantage of this separated method is the significant reduction in computation time and memory required. The full resulting covariance matrix $C_y$ is transformed into a correlation matrix and plotted in Fig. 7 along with the transmission and fractional uncertainty therein.

Fig. 7. The resultant energy-to-energy correlation matrix for transmission at each energy $E_i$. The transmission is plotted vertically on the right, and fractional uncertainty in the transmission is plotted at the top; the ordinate axis for each corresponds to the energy axes of the correlation matrix. As expected, the fractional uncertainty is greatest (indicated with dashed curves) where in-beam filter Al resonances occur: 35 and 88 keV. (Ref. 27.)
III.C. Results

To highlight the resonance self-shielding effect in the RRR and URR, the transmissions from the $^{181}$Ta measurement and MCNP transmission calculations were grouped heavily and plotted together in Fig. 8. The fine-resolution transmissions from the experiment and libraries were grouped in the same manner. The grouping scheme was designed so that each energy bin would include a significant number of resonances; in this case each bin was designed to include 50 or more. Transmission as predicted by the JENDL-4.0u evaluation has not been included in the plot as it did not deviate significantly from the JEFF-3.3 transmission in the energy range of interest.

It was seen from 200 to 2400 eV that the JEFF-3.3 evaluation could be used to model the measurement much better than ENDF/B-VIII.0 by simply extending the RRR to 2400 eV. The extension of the RRR in the JEFF-3.3 evaluation was not negatively affected by missing levels. This is likely due to the small size of the missing levels, which would cause insignificant self-shielding. The JEFF-3.3 evaluation also extends the URR to 100 keV, as compared to the ENDF/B-VIII.0 evaluation stopping at 5 keV. This extension of the URR enables a fluctuation correction much higher, which is seen to be important.

The strong dip in the ENDF/B-VIII.0 transmission at 5 keV is largely due to the transition from File 2 (URR model) to File 3 (average cross section) at that energy. The File 3 cross section does not contain any information to account for self-shielding. The most glaring discrepancy between JEFF-3.3 and the validation transmission is seen from approximately 2 to 25 keV.

III.D. Improvements

To investigate the discrepancy between JEFF-3.3 and the validation transmission, recent capture measurements from RPI were consulted. McDermott et al.\textsuperscript{13} made a capture measurement of $^{181}$Ta at RPI using a filtered beam technique. The filtered beam technique is a measurement with high signal-to-background ratio, and the McDermott et al. results agree with other trusted capture measurements of Ta such as that of Wisshak et al.\textsuperscript{40} The McDermott et al. measurement generated capture yield from approximately 24 keV to 1 MeV, and average resonance parameters for the region were reported. These average parameters were used to create URR parameters in the ENDF/B format to replace those of JEFF-3.3. A comparison of various average level parameters used to describe the URR from 24 keV to 1 MeV is given in Table III.

The JEFF-3.3 ENDF file was modified by replacing JEFF-3.3 average parameters in the URR; nothing else was changed. This file was then used to generate the A Compact ENDF (ACE) file using NJOY2021. The ACE file is the data input for MCNP, which was again used to simulate the neutron transmission experiment performed at RPI. The results of the RPI-modified JEFF-3.3 ENDF/B file are shown in Fig. 8.

Here, it can be seen that the resulting calculation reduces the discrepancies found in the energy range 2 to 25 keV. This is partly due to the reduced level spacing used in the URR. The RPI modification reduced the level spacing to that found in Atlas of Neutron Resonances by Mughabhag, resulting in less resonance fluctuation in the URR. This reduction in predicted resonance fluctuation results in a reduced transmission in the RPI modification compared to JEFF-3.3. The structured nature of the cross section, however, still remains unaccounted for. It should be noted that the McDermott et al. evaluated parameters come from fitting the experimental capture cross section and the theoretical JEFF-3.2 total cross section, biasing the evaluation to JEFF-3.2. This can be improved by making URR transmission measurements and including them in the fit; this is important for predicting an accurate cross section for $^{181}$Ta in the URR.
IV. CONCLUSION

A sensitive measurement that exposes the underlying physics of the URR was designed and executed to validate resonance evaluations in the RRR and the URR. This validation method is an effective tool for evaluators that provides excellent feedback regarding resonance self-shielding and whether extension of the RRR is or is not justified. It was found that the JEFF-3.3 evaluation made mostly reasonable assumptions for resonance parameters and modeling of the RRR and the URR. Extending the RRR beyond the energy where levels are being missed has been shown to improve modeling of the cross section for $^{181}$Ta. This is seen in the differences of the JEFF-3.3 and ENDF/B-VIII.0 transmissions between energies 330 eV and 2.4 keV. The region in which average parameters are calculated from the RRR for the URR, however, must be carefully chosen based on where measurements resemble well-known distributions of nuclear physics. The validation transmission also shows that the ENDF/B-VIII.0 cross-section representation would benefit from extending the URR to as much as 100 keV. Our preliminary resonance parameters and evaluation choices result in an MCNP calculation that outperforms JEFF-3.3 and ENDF/B-VIII.0 for the transmission validation in the URR. The thick sample differential transmission measurement as described herein could be used to supplement and improve existing integral benchmarks in the process of validating resonance parameter evaluations.
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>McDermott et al.</th>
<th>Atlas of Neutron Resonances</th>
<th>JEFF-3.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0 \times 10^4$</td>
<td>$1.71 \pm 0.12$</td>
<td>$1.74 \pm 0.12$</td>
<td>$1.7$</td>
</tr>
<tr>
<td>$S_1 \times 10^4$</td>
<td>$0.52 \pm 0.10$</td>
<td>$0.5 \pm 0.2$</td>
<td>$0.2$</td>
</tr>
<tr>
<td>$S_2 \times 10^4$</td>
<td>$2.60 \pm 0.60$</td>
<td>$2.3 \pm 0.3$</td>
<td>$2.3$</td>
</tr>
<tr>
<td>$\langle \Gamma_{l=0} \rangle$ (meV)</td>
<td>$62.6 \pm 5.1$</td>
<td>$60.5 \pm 2.0$</td>
<td>$65.0$</td>
</tr>
<tr>
<td>$\langle \Gamma_{l=1} \rangle$ (meV)</td>
<td>$55.0 \pm 13.1$</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$\langle \Gamma_{l=2} \rangle$ (meV)</td>
<td>$62.6 \pm 5.1$</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$D$ (eV)</td>
<td>$4.17 \pm 0.04^\dagger$</td>
<td>$4.17 \pm 0.04$</td>
<td>n/a</td>
</tr>
<tr>
<td>$R_0^2 \times 10^5$</td>
<td>$41 \pm 20$</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$R_1^2 \times 10^5$</td>
<td>$13 \pm 19$</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$R_2^2 \times 10^5$</td>
<td>$18 \pm 11$</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$\alpha_c$ (fm)</td>
<td>$7.67 \pm 0.08$</td>
<td>$7.6 \pm 0.2$</td>
<td>$7.8$</td>
</tr>
<tr>
<td>$\alpha_c$ (fm)</td>
<td>$7.92$</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

*The average parameters from McDermott et al. are listed as well as the average parameters found in Atlas of Neutron Resonances by Mughabghab. McDermott et al. used the average level density of Mughabghab, as indicated by the †. The information header of the ENDF/B file in the JEFF-3.3 evaluation takes average parameters used for the URR from JENDL-4.0u, where parameters are listed without any associated uncertainties. Subscripts indicate quantum angular momentum for $l = 0, 1, 2$. 

*n/a = not applicable.
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