Diffraction from non-Gaussian rough surfaces
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Most diffraction theories for random rough surfaces are based on the assumption of a Gaussian height distribution. In this paper, a diffraction theory for non-Gaussian rough surfaces is developed and the relationship between the roughness parameters and the diffraction characteristics is explored. It is shown that a non-Gaussian rough surface can dramatically alter the diffraction for \((k_x w)^2 \gg 1\), where \(k_x\) is the momentum transfer perpendicular to the surface and \(w\) is the interface width. However, for \((k_x w)^2 \ll 1\), it is possible to determine all the roughness parameters including the interface width, lateral correlation length, and the roughness exponent without specifying the surface height distribution.

I. INTRODUCTION

Recently, there has been intense interest in the study of statistically rough surfaces that are generated in processes such as the growth and etching of thin films. A fundamental understanding of the microscopic aspects of the dynamics of interface evolution is of prime interest not only for thin-film growth and material science, but also for numerous technological applications. A hypothesis of dynamic scaling has been used to describe the interface evolution. Under a far-from-equilibrium condition, the morphology of a growing interface is proposed to have a self-affine form. The interface width \(w\), which describes the root-mean-square surface height fluctuation, is scaled with the finite size \(L\) of the system and time \(t\) as

\[
w(L,t) = L^a f\left(\frac{t}{L^z}\right),
\]

where \(z = \alpha / \beta\). The scaling function \(f(x)\) is given by

\[
f(x) \propto \begin{cases} x^\beta & \text{for } x \ll 1 \\ \text{const} & \text{for } x \gg 1. \end{cases}
\]

For \(L^z \gg t\), the interface width grows with time in the form of a power law \(w \sim t^\beta\), while for \(L^z \ll t\), \(w \sim L^\alpha\), showing that the interface morphology has a stationary self-affine form. The exponent \(\beta\) describes the growth rate of the interface width. The roughness exponent \(\alpha\) (where \(0 \leq \alpha \leq 1\)) is a measure of the local surface roughness. The hypothesis of dynamic scaling also leads to an equal-time height-height correlation of the form

\[
H(r,t) = \langle [h(\mathbf{r},t) - h(0,t)]^2 \rangle = 2[w(t)]^2 g\left(\frac{r}{\xi(t)}\right),
\]

where \(\mathbf{r}\) is the spatial vector on a surface, \(h(\mathbf{r},t)\) is the surface height at position \(\mathbf{r}\) and time \(t\), \(g(x) = x^{2\alpha}\) for \(x \ll 1\), and \(g(x) = 1\) for \(x \gg 1\). Here \(\xi(t)\) is called the lateral correlation length, denoting the correlation parallel to the surface. Within the dynamic scaling approach, different growth models, such as random deposition,\(^4\)\(^-\)\(^9\) the Eden model,\(^7\)\(^-\)\(^9\) ballistic deposition,\(^10\),\(^11\) the Kardar-Parisi-Zhang (KPZ) model,\(^12\) the restricted solid-on-solid model,\(^11\) and the Molecular-beam-epitaxy (MBE) growth model,\(^14\)\(^-\)\(^17\) would give different values for the exponents \(\alpha\) and \(\beta\).

Experimentally, the most direct method to obtain surface roughness parameters quantitatively is to measure the height-height correlation of the surface using real-space imaging techniques, such as scanning tunneling microscopy, atomic-force microscopy, secondary electron microscopy, transmission electron microscopy, and optical imaging techniques. However, measurement by these methods often interrupts the growth process, which sometimes is not desirable for practical purposes. Diffraction techniques, such as electron diffraction, x-ray diffraction, atom diffraction, and light scattering, provide an alternative way to study the surface morphology quantitatively. An attractive feature of many of these techniques is that they can be used for \textit{in situ}, real-time monitoring of the growth process without interruption.\(^18\) Until now, all the diffraction theories from self-affine random rough surface had been based on the assumption of a Gaussian height distribution of the random surface.\(^19\)\(^-\)\(^21\) This assumption can lead to some very simple asymptotic relations between the diffraction profile and the roughness parameters.\(^19\)\(^-\)\(^21\) These relations are the basis for rough surface analysis by diffraction.\(^22\) However, in practice, the surface height distribution is not always Gaussian.

In Sec. II of this paper we discuss the existence of a non-Gaussian height distribution in various growth models. In Sec. III, based on a mathematical theorem on the joint distribution of a known marginal distribution function and a known correlation function, we discuss diffraction from various surfaces with different height distributions. A comparison between the Gaussian distribution and other distributions is given. Section IV gives a short conclusion.

II. EXAMPLES OF NON-GAUSSIAN HEIGHT DISTRIBUTIONS IN SURFACE EVOLUTION

Random rough surfaces are often treated as a result of stochastic processes with respect to \(\mathbf{r}\). For a stochastic process, it is possible for different processes to have the same correlation function but different height distributions or vice versa. Therefore, in order to determine the properties of a
certain stochastic process, not only should the distribution be given, but also the correlation function, as well as higher-order correlators. Traditionally, for surface growth, more emphasis has been placed on the height-height correlation or the autocorrelation rather than the height distribution. Theoretically, once both the mean and the correlation of the noise term in a linear Langevin equation are given, the height-height correlation function can be determined. A simple example is the Edwards-Wilkinson model 4

$$\frac{\partial h}{\partial t} = \nu \nabla^2 h + \eta(r,t), \tag{4}$$

where $\nu$ is the surface tension and $\eta$ is the noise term. Very often $\eta(r,t)$ is assumed to be a white noise, satisfying the relations

$$\langle \eta(r,t) \rangle = 0,$$

$$\langle \eta(r,t) \eta(r',t') \rangle = 2D \delta(r-r') \delta(t-t'), \tag{5}$$

where $D$ is the fluctuation of the noise. Notice that there is no assumption about the distribution. Equation (4) can be solved through the spatial Fourier transformation and the corresponding height-height correlation function can be obtained

$$H(r,t) \approx \int_{0}^{1/h} \left[ 1 - U(qr) \right] \frac{1 - e^{-2q^2t}}{q^3 d^3} dq, \tag{6}$$

where $b_c$ is the short-scale cutoff (within an order of the lattice constant), $U(qr) = J_0(qr)$ for $d=2$, and $U(qr) = \cos(qr)$ for $d=1$. Here $J_0$ stands for the zeroth-order Bessel function. It is obvious that $H(r,t)$ does not depend on the height distribution.

If we want to know the time evolution of the distribution of $h(r,t)$, a more detailed assumption about the statistical characteristics of $\eta(r,t)$ should be made. As the $n$th-order correlation of the noise term $\eta(r,t)$ is defined, the solution of the Langevin equation would satisfy a certain master equation. A very simple case is to assume that $\eta(r,t)$ is a Gaussian-Markov process, i.e., $\eta(r,t)$ not only satisfies Eq. (5), but also meets the following conditions: For odd $n$,

$$\langle \eta(r_1,t_1) \eta(r_2,t_2) \cdots \eta(r_n,t_n) \rangle = 0; \tag{7a}$$

for even $n$,

$$\langle \eta(r_1,t_1) \eta(r_2,t_2) \cdots \eta(r_n,t_n) \rangle$$

$$= \alpha_1 \delta(r_1-r_2) \delta(r_3-r_4) \cdots \delta(r_{n-1}-r_n) \delta(t_1-t_2)$$

$$\times \delta(t_3-t_4) \cdots \delta(t_{n-1}-t_n) + \alpha_2 \delta(r_1-r_3)$$

$$\times \delta(r_2-r_4) \cdots \delta(r_{n-2}-r_{n-1}) \delta(t_1-t_3) \cdots + \cdots; \tag{7b}$$

i.e., the ensemble average of $n = 2m$ product of $\eta(r_1,t_1)$ is expressed as all the possible linear combinations of $2m$ delta functions. For a Gaussian-Markov process, the corresponding master equation can be reduced to a Fokker-Planck equation. If we denote by $P[h(r,t)]$ the distribution functional of the surface position function $h(r)$, the corresponding Fokker-Planck equation for Eq. (4) is

$$\frac{\partial P[h,t]}{\partial t} = - \nu \int d\mathbf{r} \frac{\delta}{\delta h} \left[ P \nabla^2 h \right] + D \int d\mathbf{r} \frac{\delta^2}{\delta h^2} P. \tag{8}$$

It has been proved that the solution for Eq. (8) is Gaussian. However, if other statistical properties are satisfied [instead of just Eq. (7)], then the Fokker-Planck equation will not take the form of Eq. (8) and the distribution will not be a Gaussian distribution.

For a nonlinear Langevin equation, even if $\eta(r,t)$ is a Gaussian-Markov process, the height distribution may not possess the Gaussian form. A famous example is the KPZ model 12

$$\frac{\partial h}{\partial t} = \nu \nabla^2 h + \frac{\lambda}{2} (\nabla h)^2 + \eta(r,t), \tag{9}$$

where $\lambda$ is proportional to the growth rate. The appearance of the nonlinear term $(\nabla h)^2$ breaks the up/down symmetry, the symmetry of the interface fluctuations with respect to the mean interface height, and the height distribution becomes asymmetric. The Fokker-Planck equation for Eq. (9) is

$$\frac{\partial P[h,t]}{\partial t} = - \int d\mathbf{r} \frac{\delta}{\delta h} \left[ \nu \nabla^2 h + \frac{\lambda}{2} (\nabla h)^2 \right] P$$

$$+ D \int d\mathbf{r} \frac{\delta^2}{\delta h^2} P. \tag{10}$$

The solution for Eq. (10) in 1+1 dimensions can be written as 23

$$P(\Delta h) \approx \begin{cases} \exp \left[ - \frac{(\Delta h)^2}{L} \right] & \text{for } t \gg L \\
\exp \left[ - \frac{|\Delta h|}{t^{1/3}} \right] & \text{for } t \ll L \end{cases}. \tag{11}$$

Here $\Delta h = h - \langle h \rangle$; for $\Delta h > 0$, $v=2$, and for $\Delta h < 0$, $v=2.5$. For evolution over a long time, the surface height reaches the steady-state Gaussian distribution, while over a short time, it is a skewed distribution.

To make it clear, we plot in Fig. 1 our results obtained from the numerical integration of the KPZ equation in 2+1 dimensions with a system size of $256 \times 256$ at the initial stage. The noise term $\eta(r,t)$ is simulated by a random noise generator with Gaussian distribution. Figure 1(a) shows how the surface height distribution evolved with the number of iterations $t$. The solid curve represents the best Gaussian fit. Figure 1(b) shows the skewness and kurtosis [defined later in Eq. (36)] versus the number of iterations. For a Gaussian distribution, the skewness is equal to 0.0 and the kurtosis is equal to 3.0, as seen for $t=0$. However, for $t>0$, the skewness is greater than 0.0, which shows the asymmetric distribution of the surface height. (For 2+1 dimensions the height distribution does not approach a steady-state Gaussian distribution.)

Another important example is surface roughness generated by Schwoebel barrier effects during MBE growth, which has been shown to possess a non-Gaussian height distribution. 24 Roughness structures generated as a result of Schwoebel barriers effect are not self-affine and therefore do not possess the dynamic scaling properties described by Eq. (3). Interesting results have been obtained to describe the
where \( k \) is the height difference function, defined as \( h(r + p) - h(p) \), where \( r \) is a position vector on the surface. If we denote \( h(r + p) - h(p) \) as \( z \), it is clear that \( C(k, r) \) is the characteristic function of the distribution of \( z \). In order to calculate \( C(k, r) \) and the distribution of \( z \), one needs to know the joint distribution function \( f'' \) of \( h(r + p) \) and \( h(p) \). As discussed above, the direct method to do this is to create the corresponding master or Fokker-Planck equation from the known Langevin equation and then to obtain the height distribution and related joint distribution by solving the equation. However, solving the master or Fokker-Planck equation is not trivial due to the various distributions of noise and nonlinearity. It is even harder to get an analytical solution. A simpler way is to make assumptions about the height distributions. Since we only consider the self-affine surface, the autocorrelation function is already known through Eq. (3). The problem reduces to finding the joint distribution \( f'' \) given a height distribution and the correlation function. This problem has been attacked by many people over the past 40 years. Beckmann summarizes these results as the following theorem. Let \( X \) and \( Y \) be two identically distributed random variables with given probability density \( f(x) \) and given correlation coefficient \( R(r) \) and let \( X \) and \( Y \) be independent for \( R = 0 \). If \( f(x) \) is proportional to the weighting function of one of the standard classical systems of orthogonal polynomials \( \{Q_n\} \), then the joint density of \( X \) and \( Y \) is

\[
f'(x, y; R) = f(x)f(y) \sum_{n=0}^{\infty} R_n R_{m} Q_n(x)Q_n(y),
\]

where

\[
R(r) = \frac{\langle x y \rangle - \langle x \rangle \langle y \rangle}{\sqrt{\langle x^2 \rangle - \langle x \rangle^2} \langle y^2 \rangle - \langle y \rangle^2}.
\]

(15a)

(15b)

\( R(r) \) is also called the autocorrelation function when \( x \) and \( y \) are random variables of the same random process. Here we propose another method that starts from the general one-variable Langevin equation and obtained a slightly different expression from Eq. (14). Appendix A shows the detailed deduction. Then Eq. (14) can be modified as

\[
f'(x, y; R) = f(x)f(y) \sum_{n=0}^{\infty} R_n R_{m} \lambda_n / \lambda_m Q_n(x)Q_n(y),
\]

where \( \lambda_n \) is the eigenvalue of \( Q_n(x) \) for the corresponding eigenequation. The only difference between Eqs. (16) and (14) is that the power \( n \) of \( R \) in Eq. (14) is changed to the eigenvalue of \( Q_n(x) \) for the corresponding eigenequation. However, the proof of Eq. (16) is more general than that of Ref. 27.

For the self-affine surface, the height-height correlation function \( H(r) \) and the autocorrelation function \( R(r) \) are related according to the equation

\[
H(r) = 2w^2[1 - R(r)].
\]

(17)

III. DIFFRACTION FROM NON-GAUSSIAN DISTRIBUTED RANDOM ROUGH SURFACE

In general, the diffraction profile can be written as

\[
S(k) = \int d^2r \ C(k, r) e^{i k \cdot r},
\]

where \( k \) and \( k_n \) are momentum transfers parallel and perpendicular to the surface, respectively, and \( C(k, r) \) is called the height difference function, defined as

\[
C(k, r) = \langle e^{i k \cdot [h(r + p) - h(p)]} \rangle,
\]

where \( p \) is a position vector on the surface. If we denote \( h(r + p) - h(p) \) as \( z \), it is clear that \( C(k, r) \) is the characteristic function of the distribution of \( z \). In order to calculate \( C(k, r) \) and the distribution of \( z \), one needs to know the joint distribution function \( f'' \) of \( h(r + p) \) and \( h(p) \). As discussed above, the direct method to do this is to create the corresponding master or Fokker-Planck equation from the known Langevin equation and then to obtain the height distribution and related joint distribution by solving the equation. However, solving the master or Fokker-Planck equation is not trivial due to the various distributions of noise and nonlinearity. It is even harder to get an analytical solution. A simpler way is to make assumptions about the height distributions. Since we only consider the self-affine surface, the autocorrelation function is already known through Eq. (3). The problem reduces to finding the joint distribution \( f'' \) given a height distribution and the correlation function. This problem has been attacked by many people over the past 40 years. Beckmann summarizes these results as the following theorem. Let \( X \) and \( Y \) be two identically distributed random variables with given probability density \( f(x) \) and given correlation coefficient \( R(r) \) and let \( X \) and \( Y \) be independent for \( R = 0 \). If \( f(x) \) is proportional to the weighting function of one of the standard classical systems of orthogonal polynomials \( \{Q_n\} \), then the joint density of \( X \) and \( Y \) is
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DIFFRACTION FROM NON-GAUSSIAN ROUGH SURFACES

It is clear that for $r \rightarrow 0$, $R \rightarrow 1$, and for $r \rightarrow \infty$, $R \rightarrow 0$, i.e., $R$ satisfies the condition stated in the theorem. If we denote $x$ as $h(r+\rho)$, $y$ as $h(\rho)$, and $f(x)$ as the weighting function of a system of classical polynomials $Q_n$, then the joint distribution $f^I$ is given by Eq. (16). The distribution of $z(r)$ ($=x-y$) (height difference distribution) is expressed as

$$p(z,r) = \int f^I(y+z,y;R(r))dy. \quad (18)$$

With this definition, $C(k_r,r)$ can be written as

$$C(k_r,r) = \int p(z,r)e^{ikrz}dz \quad (19)$$

or

$$C(k_r,r) = \int \int f^I(x,y;R(r))e^{ikrz}dx \ dy$$

$$= \sum_{n=0}^{\infty} \frac{R(r)h_k}{h_n^2} \left[ \int f(x)Q_n(x)e^{ikrz}dx \right]^2. \quad (20)$$

The derivation of $p(z,r)$ and $C(k_r,r)$ for various continuous and discrete distributions is given in Appendix B and the results are summarized in Table I.

### A. The height difference distribution $p(z,r)$ and height difference function $C(k_r,r)$

Table I shows that, for the Gaussian height distribution, the height difference $z(r)$ also obeys a Gaussian distribution with the variance associated with the autocorrelation coefficient $R$. For exponential height distribution ($\Gamma(0,\alpha)$), the height difference $z(r)$ is also an exponential distribution with $z(r)$ ranging from $-\infty$ to $+\infty$, while $x$ ranges from 0 to $+\infty$. The height difference distribution for a $\Gamma$ height distribution is a $K$ distribution [see Eq. (B24) in Appendix B]. As seen from Table I, all the variances for the height difference distribution are modified by the autocorrelation coefficient $R$. We plot in Figs. 2 and 3 various height distributions and the corresponding height difference distributions with the same standard deviation and $R=0.5$. The Gaussian distribution is symmetric with respect to its mean and has nonzero even central moments and no odd central moments. The $\Gamma$ distributions are not symmetric with respect to their mean, especially for $\alpha=0$, which is the same as the exponential distribution. They are the skewed distributions with nonzero odd central moments. However, the height difference distributions are symmetric with the means equal to zero. The greatest difference between the Gaussian distribution and $\Gamma$ distribution with respect to their height difference distributions is that $p(z,r)$ for the $\Gamma$ distribution has higher probability around $z=0$, narrower distribution width, and a longer tail than that for the Gaussian distribution. As we shall see later, this difference will have a more dramatic effect in the diffraction profiles at large $k_z$.

The height difference function $C(k_r,r)$ also takes different forms for different height distributions as seen in Table I. $C(k_r,r)$ is a function of $H(r)$, the height-height correlation function. Denoting $\Omega=(k_r w)^2$, we have

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Height distribution function $f(x)$</th>
<th>Variance $\langle(x-(x))^2\rangle$</th>
<th>Height difference distribution function $p(z,r)$</th>
<th>Height difference function $C(k_r,r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>$\frac{1}{\sqrt{2 \pi w}} \exp\left(-\frac{x^2}{2w^2}\right)$</td>
<td>$w^2$</td>
<td>$\frac{1}{2w\sqrt{\pi(1-R)}} \exp\left(-\frac{z^2}{4w^2(1-R)}\right)$</td>
<td>$\exp[-\frac{1}{2k^2}H(r)]$</td>
</tr>
<tr>
<td>exponential</td>
<td>$\frac{1}{w} \exp\left(-\frac{x}{w}\right)$</td>
<td>$w^2$</td>
<td>$\frac{1}{2w\sqrt{\pi(1-R)}} \exp\left(-\frac{</td>
<td>z</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>$\frac{1}{\Gamma(k+1)} \pi^{k+1}x^k e^{-x^k/\sigma} (\kappa+1)\sigma^2$</td>
<td>$1\pi^{k+1}\sigma^2$</td>
<td>$\frac{1}{\Gamma(k+1)\pi^{(1-R)}x^{k+1}} \left(\frac{z\sqrt{(1-R)}}{2\sigma}\right)^{k+1/2}$</td>
<td>$\frac{1}{1+k^2R^2H(r)}$</td>
</tr>
<tr>
<td>uniform</td>
<td>$\frac{1}{2a}$</td>
<td>$a^2/3$</td>
<td>$\frac{1}{4a^2} \sum_{n=0}^{\infty} (2n+1)R^{n+1/2}$</td>
<td>$\pi \frac{1}{2k^2\pi} \sum_{n=0}^{\infty} (2n+1)$</td>
</tr>
<tr>
<td>Rayleigh</td>
<td>$\frac{x}{\sigma^2} \exp\left(-\frac{x^2}{2\sigma^2}\right)$</td>
<td>$4-\frac{\pi}{2} \sigma^2$</td>
<td>$\int_{y_0}^{y_0} \frac{y+z}{a} \frac{y-z}{a} dy$</td>
<td>$\sum_{n=0}^{\infty} \frac{\pi k^2}{2} \left[\left(-\frac{1}{n}\right)^2 \right.$</td>
</tr>
<tr>
<td></td>
<td>$\int_{0}^{\infty} \left(\frac{y+z}{\sigma^2} \exp\left(-\frac{y^2+(z+y)^2}{2\sigma^2(1-R)}\right) \right.$</td>
<td>$\int_{0}^{\infty} \left(\frac{y+z}{\sigma^2(1-R)} \right.$</td>
<td>$\left.\right)^2 \left.\right)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\sum_{n=0}^{\infty} (2n+1)R^{n+1/2} \int_{0}^{\infty} e^{ikrz}dz$</td>
<td>$R^a F_2^{3,3,3,3,3,3} [2,2,2,2,2,2; -n; -k^2\sigma^2(1-R)]$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where $g(x)$ is the scaling function, which we would like to take the form suggested by Sinha, Sirota, and Garoff, \(19\)

\[ g(x) = 1 - e^{-x^2\alpha}. \tag{22} \]

The plot of $C(k, r)$ for $\Omega \ll 1$ and $\Omega \gg 1$ for different height distributions is shown in Figs. 4(a) and 4(b). Here we assume $\alpha = 0.75$ and $\xi = 5.0$. For $\Omega \ll 1$ the differences in $C(k, r)$ for various distributions are very small, while for $\Omega \gg 1$ the differences are more obvious. In fact, from Table I for $\Omega \ll 1$ all the height difference functions $C(k, r)$ can be approximated by

\[ C(k, r) \approx 1 - \frac{1}{2} k^2 H(r). \tag{23} \]

As long as $H(r)$ is the same, $C(k, r)$ will be the same no matter what the height distribution is. Actually, Eq. (23) can be derived directly from the definition of $C(k, r)$ in Eq. (13). This is a very useful result as we shall discuss later. For $\Omega \gg 1$ higher-order moments in Eq. (13) will take effect. These moments depend on the height distribution as seen from Eq. (20). For a Gaussian height distribution $C(k, r)$ decreases very fast as a function of $r$, while for a $\Gamma$ height distribution the decrease is slower, as shown in Fig. 5. The abrupt decrease of $C(k, r)$ for the Gaussian height distribution gives more higher-frequency terms in the Fourier transform and the diffuse profile would be much broader than that obtained from the $\Gamma$ distributions, as to be seen later in Fig. 12.

For the discrete surface such as steps, we compare the Gaussian height distribution and Poisson height distribution. As shown in Fig. 6, the Poisson distribution is also a skewed distribution with nonzero odd moments. As the standard deviation $\sigma$ increases, the distribution becomes more symmetric. The height difference distribution for the Poisson height
distribution is the modified Bessel function with respect to the order of \( n \). In Fig. 7 we plot the height difference distribution \( p(z,r) \) for both Gaussian and Poisson distributions with a variance of 4.0. Like the \( \Gamma \) distribution for the continuous surface, \( p(z,r) \) for Poisson distribution has a longer tail than that for the Gaussian distribution. As discussed in Ref. 21, the discrete lattice effect has a significant consequence on the height difference function. In the continuous surface case, Eq. (21) shows that the height difference function \( C(k_{\perp},r) \) is a function of \( \Omega \), in which \( k_{\perp} \) and \( w \) play a similar role in \( C(k_{\perp},r) \). But for the discrete surface \( k_{\perp} \) and \( w \) do not play the same role in \( C(k_{\perp},r) \). For the Poisson distribution, in Appendix A we show that

\[
C(k_{\perp},r) = e^{-H(r)(1 - \cos \Phi)}, \tag{24}
\]

where phase \( \Phi = k_{\perp}c \) and \( c \) is the lattice constant. For the Gaussian distribution we have

\[
C(k_{\perp},r) = \sum_{m=-\infty}^{+\infty} e^{-\frac{1}{2}H(r)(\Phi - 2\pi m)^2}, \tag{25}
\]

FIG. 5. Change of the height difference function \( C(k_{\perp},r) \) with respect to different \( \Omega (= k_{\perp}^2 w^2) \) values.

Both Eqs. (24) and (25) indicate that \( C(k_{\perp},r) \) is a periodic function of \( k_{\perp} \) and it decays exponentially with \( w^2 \), which is imbedded in \( H(r) \). The periodic oscillatory behavior of \( C(k_{\perp},r) \) for both Gaussian and Poisson distributions is plotted in Fig. 8 as a function of \( \Phi/\pi \). If we denote \( [\Phi] \) as \( \Phi \) mod \( 2\pi \) such that \(-\pi \leq [\Phi] \leq \pi \), then, under the near in-phase condition for Poisson height distribution,

\[
C(k_{\perp},r) \approx e^{-\frac{1}{2}(H(r)[\Phi])^2}, \tag{26}
\]

which is the same as for Gaussian height distribution. \(^{21}\) In Fig. 9 we plot the height difference function \( C(k_{\perp},r) \) for both distributions as a function of \( r \). Even in the case of \( \Omega \gg 1 \) for the continuous surface, as long as the near in-phase condition is satisfied, \( C(k_{\perp},r) \) for both distributions are the same. Under the near out-of-phase condition for the Poisson distribution

\[
C(k_{\perp},r) \approx e^{-2H(r) + \frac{1}{2}(H(r)(\pi - [\Phi]))^2}. \tag{27}
\]
This equation is different from that obtained from the Gaussian distribution:

\[ C(k_{\perp}, r) \approx e^{(1/2)H(r)[\Phi]^2} + e^{-(1/2)H(r)[2\pi - \Phi]^2}. \]  

(28)

Figure 10 shows the difference between these two distributions. Notice that for the case of \((k_{\perp}, w)^2 \ll 1\), which is \(\Omega \approx 1\) for the continuous surface, as long as the near out-of-phase condition is satisfied, \(C(k_{\perp}, r)\) for both distributions are different. The deviation in the oscillation behavior in Fig. 8 for different height distributions also originates from Eqs. (27) and (28).

**B. The diffraction profile \(S(k)\)**

The height difference function \(C(k_{\perp}, r)\) can be broken into two parts

\[ C(k_{\perp}, r) = C(k_{\perp}, \infty) + \Delta C(k_{\perp}, r), \]

where \(C(k_{\perp}, \infty) = \lim_{r \to \infty} C(k_{\perp}, r)\). As \(\lim_{r \to \infty} R(r) = 0\), only the zeroth-order term in Eq. (20) survives. For classic orthogonal polynomials \(Q_0 = 1, h_0^2 = 1, \) and \(\lambda_0 = 0\), we have

\[ C(k_{\perp}, \infty) = \left| \int f(x)e^{ik_{\perp}x}dx \right|^2. \]

(30)

Therefore, the diffraction profile \(S(k)\) can be written as

\[ S(k) = S_\delta(k) + S_{\text{diff}}(k), \]

where

\[ S_\delta(k) = (2\pi)^2 C(k_{\perp}, \infty) \delta(k) \]

\[ = (2\pi)^2 \left| \int f(x)e^{ik_{\perp}x}dx \right|^2 \delta(k) \]

(32)

and

\[ S_{\text{diff}}(k) = \int \int e^{ik_{\perp}x}R^2(x)R^2(x)e^{ik_{\perp}x}dx \]

\[ \times \left| \int f(x)Q_n(x)e^{ik_{\perp}x}dx \right|^2 \]

\[ = \sum_{n=1}^{\infty} \frac{1}{h_n^2} \left| \int f(x)Q_n(x)e^{ik_{\perp}x}dx \right|^2 \]

\[ \times \int R(r)e^{ik_{\perp}x}dx. \]

(33)

From Eqs. (32) and (33), it is clear that the \(\delta\)-peak intensity of the diffraction profile depends on the characteristic function of the surface height distribution and the diffuse profile depends on both the distribution and the correlation functions of surface height. If we think of the total diffuse profile as the sum of many small diffuse profiles, then for each small diffuse profile, the surface height distribution \(f(x)\) determines the peak intensity and the correlation function \(R(r)\) determines the shape of the diffuse profile.

**1. The intensity of the \(\delta\) peak**

The \(\delta\)-peak intensity is proportional to the square modulus of the characteristic function of the height distribution \(f(x)\). For different height distributions, the \(\delta\)-peak intensity has a different relation to \(k_{\perp}\), as seen in Table II. As

\[ \int f(x)e^{ik_{\perp}x}dx = \sum_{m=0}^{\infty} \frac{\nu_m}{m!} (ik_{\perp})^m, \]

(34)

where \(\nu_m\) is the \(m\)-th order moment of \(f(x)\) about the origin, we have

\[ C(k_{\perp}, \infty) = \left\{ \sum_{m=0}^{\infty} (-1)^m \frac{\nu_{2m}}{(2m)!} k_{\perp}^{2m} \right\}^2 \]

\[ + \left\{ \sum_{m=0}^{\infty} (-1)^m \frac{\nu_{2m+1}}{(2m+1)!} k_{\perp}^{2m+1} \right\}^2. \]

(35)

For symmetric height distributions about zero, only the first term on the right-hand side exists. But for asymmetric height
distributions, the second term, i.e., the odd terms on the right-hand side, should be taken into account. If \( \langle x \rangle = 0 \) for \( \Omega < 1 \), the \( \delta \)-peak intensity can be written as

\[
C(k_\perp, \infty) = (1 - \frac{1}{2} \kappa_1^2 - \frac{1}{24} \kappa_4^2 k_1^4 w^4 - \frac{1}{20} \kappa_6 k_1^6 w^6 )^2
+ \frac{1}{24} \kappa_3^2 k_1^4 w^4
\]

\[
= 1 - \kappa_1^2 w^2 + (\frac{1}{2} + \frac{1}{12} \kappa_4) k_1^4 w^4 + (\frac{1}{24} \kappa_3^2 - \frac{1}{20} \kappa_6) k_1^6 w^6,
\]

where \( \kappa_m = \nu_m / w^m \) for \( m > 2 \). \( \kappa_3 \) is called the skewness and \( \kappa_4 \) is called the kurtosis. The more asymmetric the height distribution, the greater the contribution from the odd moments and the more deviation from the Gaussian distribution.

The total integrated intensity of the \( \delta \) peak \( I_\delta \) is

\[
I_\delta = \int S(\mathbf{k}_\parallel, \mathbf{k}_\perp) d^2 \mathbf{k}_\parallel (2 \pi)^2 \int f(x) e^{ik_\perp x} dx \right|^2.
\]

Figure 11 shows the \( \delta \)-peak intensity as a function of \( \Omega \) for different distributions. For the \( \Gamma \) distribution, as \( \kappa \) becomes larger and larger, the distribution is more like a Gaussian distribution and the results are closer to that obtained from the Gaussian distribution. The total integrated intensity \( I \) of the whole scattering field is

\[
I = \int S(\mathbf{k}_\parallel, \mathbf{k}_\perp) d^2 \mathbf{k}_\parallel = (2 \pi)^2.
\]

Then

\[
R_\delta = \frac{I_\delta}{I} = \left| \int f(x) e^{ik_\perp x} dx \right|^2
\]

and

\[
R_{\text{diff}} = 1 - \frac{I_\delta}{I} = 1 - \left| \int f(x) e^{ik_\perp x} dx \right|^2.
\]

One often uses \( R_\delta \) to determine interface width \( w \) through the relation

\[
R_\delta = e^{-k_\perp^2 w^2},
\]

which was derived based on the assumption of a Gaussian height distribution. However, in general, the relation between \( R_\delta \) and \( w \) also depends on the height distribution as seen from Table II and Fig. 11. If the surface height no longer has a Gaussian distribution, Eq. (41) should be modified according to the height characteristic function. Only when \( \Omega = 1 \), Eq. (41) approximately holds for all kinds of distributions and \( R_\delta \) has the same result for different distributions.

In fact, we can extend Eqs. (39) and (40) to a surface with any height distribution as long as the surface is self-affine. As \( r \rightarrow \infty \), \( R \rightarrow 0 \), which means that \( x \) and \( y \) are two independent random variables but the associated distribution functions \( f(x) \) and \( f(y) \) are the same. So the joint distribution can be simply written as

\[
f(x, y; r \rightarrow 0) = f(x) f(y).
\]

Therefore, Eqs. (39) and (40) exist for any self-affine surface with an arbitrary height distribution. Equation (39) shows that \( R_\delta \) actually is only related to the characteristic function of the surface height distribution. Then two important results can be drawn from the discussion above.

(i) If we assume that the surface height distribution is a symmetric distribution, Eq. (39) becomes

\[
R_\delta(k_\perp) = \left| \int f(x) \cos(k_\perp x) dx \right|^2.
\]

By changing the incident angle of the incoming beam with respect to the surface normal, the \( k_\perp \) changes correspondingly and one can obtain the characteristic function of the height distribution through Eq. (43). Then an inverse Fourier cosine transformation of the characteristic function \( R_\delta(k_\perp)^{1/2} \) will give the surface height distribution. This gives a possible way to obtain the surface height distribution by diffraction.

(ii) Equation (39) also gives us a method to determine whether or not the surface height obeys a Gaussian distribution. Since for a surface with Gaussian distribution the characteristic function is also a Gaussian function with respect to \( k_\perp \) [Eq. (41)], one can always plot \( \log(R_\delta(k_\perp)) \) versus \( k_\perp^2 \) in a
linear coordinate. If the plot is a straight line, the height distribution should be a Gaussian distribution; otherwise, it is a non-Gaussian distribution.

2. Diffuse profile

Equation (33) can be written as

$$S_{\text{diff}} = 2\pi \sum_{n=1}^{\infty} \left| \int f(x)Q_n(x)e^{ik\cdot x}dx \right|^2$$

$$\times \int_0^\infty r R(r)^{k_n}J_0(k_ir)dr. \quad (44)$$

Two cases should be discussed: $\Omega\ll1$ and $\Omega\gg1$.

(a) $\Omega\ll1$. For $\Omega\ll1$, first we need to prove that

$$\left| \int f(x)Q_n(x)e^{ik\cdot x}dx \right|^2 \sim O(\Omega^n). \quad (45)$$

It is well known that for general orthogonal polynomials, an arbitrary polynomial of $n$th degree can be expressed as a linear combination of $Q_0(x), Q_1(x), \ldots, Q_n(x)$.

Then

$$\int f(x)Q_n(x)e^{ik\cdot x}dx$$

$$= \sum_{m=0}^{\infty} \frac{(ik)^m}{m!} \int f(x)Q_n(x)x^mdx$$

$$= \sum_{m=0}^{\infty} \frac{(ik)^m}{m!} \int f(x)Q_n(x)x^mdx$$

$$= \sum_{m=0}^{\infty} \frac{(ik)^m}{(n+m)!} \sum_{j=0}^{n} a_j \int f(x)x^{n+j+m}dx$$

$$= \sum_{m=0}^{\infty} \sum_{j=0}^{n} \frac{(ik)^m}{(n+m)!} a_j \nu_{n+j+m},$$

where $\nu_k$ is the $k$th-order moment of $f(x)$. Since

$$\nu_k = k^n \mathbb{X}^k, \quad (46)$$

$$\left| \int f(x)Q_n(x)e^{ik\cdot x}dx \right|^2 \sim O(\Omega^n).$$

Then for $\Omega\ll1$, the diffuse profile

$$S_{\text{diff}} \approx 2\pi \left| \int f(x)Q_1(x)e^{ik\cdot x}dx \right|^2 \int_0^\infty r R(r)^{k_1}J_0(k_1r)dr. \quad (47)$$

The shape of the diffuse profile is mainly determined by the integral $\int_0^\infty r R(r)^{k}J_0(k_ir)dr$, which is proportional to the power spectrum $\langle |h(k)|^2 \rangle$ of the surface height and has nothing to do with the surface height distribution. For a self-affine surface, a $K$-correlation model proposed by Palasantzas gives

$$\langle |h(k)|^2 \rangle = \frac{A}{(2\pi)^2} \frac{w^2 \xi^2}{(1 + bk_1^2 \xi^2)^{2+a}}, \quad (48)$$

where $A$ is the surface area and $b = [1 - (1 + bQ_1^2 \xi^2)^{-1}]2\alpha$. Here $Q_1$ is the stopping frequency due to the atomic spacing. Equation (48) shows that the full width at half maximum (FWHM) of the diffuse profile is inversely proportional to the lateral correlation length $\xi$, and for $k_1 \gg 1$,

$$\langle |h(k)|^2 \rangle \sim k^{-2-2\alpha}. \quad (49)$$

Equation (48) gives the possibility of determining $\xi$ and $\alpha$ through the diffuse profile.

However, the diffuse peak intensity depends on the specific height distributions as listed in Table III. In fact, Eq. (47) shows that the diffuse peak intensity is the square modulus of the product of the surface height characteristic function and its first-order derivative.

(b) $\Omega \gg1$. In this case, other terms in the summation of Eq. (33) will affect the diffuse profile. If we assume a self-affine surface and express $R(r)$ as $e^{-(r/\xi)^{2\alpha}}$, then for both the Gaussian distribution and the $\Gamma$ distribution, as $\lambda_n = n$, we have

$$\int_0^\infty r R(r)^nJ_0(k_ir)dr$$

$$= \xi^2 n^{-1/\alpha} \int_0^\infty X \exp(-X^{2\alpha})J_0(k_1\xi X^{-1/2\alpha})dX$$

$$= \xi^2 n^{-1/\alpha} \int_0^\infty X \exp(-X^{2\alpha})dX$$

$$\times \sum_{m=0}^{\infty} \left( \frac{(-1)^m}{(m!)^2} \left( \frac{k_1\xi X}{2} \right)^{2m} \right) n^{-m/\alpha}; \quad (50)$$

so

$$S_{\text{diff}} = 2\pi \xi^2 \sum_{m=0}^{\infty} \left( \frac{(-1)^m}{(m!)^2} \int_0^\infty X \exp(-X^{2\alpha}) \left( \frac{k_1\xi X}{2} \right)^{2m} dX \right)$$

$$\times \left[ \sum_{n=1}^{\infty} \frac{1}{h_n^2} \int f(x)Q_n(x)e^{ik\cdot x}dx \right]^2. \quad (51)$$

### Table III. Diffuse peak intensity for different height distributions ($\Omega\ll1$).

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Diffuse peak intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>$k^2 w^2 \xi^2 \exp(-k_1^2 w^2)$</td>
</tr>
<tr>
<td>exponential</td>
<td>$\frac{k^2 w^2 \xi^2}{(1+k_1^2 w^2)^2}$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>$\frac{k^2 \sigma^2 \xi^2}{(1+k_1^2 \sigma^2)^{1+\alpha}}$</td>
</tr>
<tr>
<td>uniform</td>
<td>$\frac{3\pi \xi^2}{2k_1 \alpha} F_0(k_1 \alpha)$</td>
</tr>
<tr>
<td>Rayleigh</td>
<td>$\frac{\pi}{8} k^2 \sigma^2 \xi^2 F_0 \left( \frac{3}{2} \cdot \frac{3}{2} \cdot \frac{3}{2} \cdot \frac{3}{2} \cdot \frac{k_1^2 \sigma^2}{2} \right)$</td>
</tr>
</tbody>
</table>
The asymptotic form for summation in the square brackets is different for different height distributions. For Gaussian height distribution\(^{21}\)

\[
[ ] = \sum_{n=1}^{\infty} \frac{n^{-(m+1)/\alpha}}{n!} \left( \frac{k_{\perp}^2 w^2}{1+k_{\perp}^2 w^2} \right)^n \exp\left( -k_{\perp}^2 w^2 \right) 
\]

\approx \left( k_{\perp}^2 w^2 \right)^{-(m+1)/\alpha} \quad \text{for } \Omega \gg 1.
\]  

Then

\[
S_{\text{diff}} \approx 2\pi \xi^2 \Omega^{-1/\alpha} \int_0^\infty X \exp(-X^{2\alpha}) J_0(k_{\perp} \xi \Omega^{-1/2} X) dX.
\]  

For the exponential height distribution

\[
[ ] = \sum_{n=1}^{\infty} \frac{1}{1+k_{\perp}^2 w^2} \sum_{n=1}^{\infty} n^{-(m+1)/\alpha} = \frac{1}{1+\Omega} \left( \frac{m+1}{\alpha} \right).
\]  

\[  \xi(x) = 2^{-x} + 1,  \]

which leads to

\[
S_{\text{diff}} \approx 2 \pi \xi^2 \frac{1}{1+\Omega} \left[ \int_0^\infty X \exp(-X^{2\alpha}) J_0(k_{\perp} \xi X) dX + 2^{-1/\alpha} \int_0^\infty X \exp(-X^{2\alpha}) J_0(2^{-1/2} k_{\perp} \xi X) dX \right].
\]

It is clear that different height distributions give different asymptotic results. For Gaussian distribution, the diffuse peak intensity \(I_{\text{diff}}^{2\alpha}(k_{\perp})\) is proportional to \(k_{\perp}^{2\alpha}\). Due to these two relations, one can derive the roughness exponent \(\alpha\). However, for exponential height distribution, there is no such relation and one cannot obtain \(\alpha\) using these relations obtained from Gaussian distribution.

Figure 12 shows the FWHM of the diffuse profile as a function of \(k_{\perp}\) for different \(\alpha\) values and for different height distributions. Here we assume that \(w=0.5\) and \(\xi=5.0\). For \(k_{\perp} \ll 1\) both the Gaussian height distribution and the exponential distribution give the same FWHM, while for \(k_{\perp} \gg 1\) they have different behaviors. For the Gaussian distribution, the FWHM diverges as \(k_{\perp}\) goes to infinity; for the exponential distribution, the FWHM will be bounded by a certain value. These results show that caution should be taken when one wants to determine \(\alpha\) through the relations obtained under the assumption of the Gaussian height distribution.

**IV. CONCLUSION**

One question is immediately raised here: How accurate can the diffraction technique be used to estimate the growth kinetics without the knowledge of the surface height distribution? For \(\Omega \ll 1\), as roughness parameters individually affect the density and shape of the diffraction profiles, one can obtain the interface width \(w\), lateral correlation length \(\xi\), and roughness exponent \(\alpha\) through Eqs. (41), (48), and (49) without any specific assumption about the surface height distribution. However, for \(\Omega \gg 1\), as the diffuse profile depends on both the surface height distribution and the correlation function, the relations between roughness parameters and diffraction profiles are much more complicated and depend very much on the surface height distribution. There is no general way to determine the roughness parameters.

If one uses the inverse Fourier transform to determine the height-height correlation function \(H(r)\) from the diffraction profiles, the same problem also can arise since different height distributions give different forms of \(C(k_{\perp}, r)\), as discussed above. However, for \(\Omega \ll 1\) the approximation \(C(k_{\perp}, r) \approx 1 - \frac{1}{2} k_{\perp}^2 H(r)\) always holds without any specific assumption about the height distribution and one can obtain the height-height correlation function directly without the knowledge of the distribution.
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**APPENDIX A**

A general single variable Langevin equation takes the form\(^{37}\)

\[
\frac{dx}{dr} = h(x, r) + g(x, r) \eta(r), \quad \text{(A1)}
\]

where \(\eta(r)\) is a Gaussian-Markov process, satisfying

\[
\langle \eta(r) \rangle = 0, \quad \langle \eta(r) \eta(r') \rangle = 2\delta(r-r'). \quad \text{(A2)}
\]

Here we adopt the Stratonovich interpretation of Eq. (A1). The corresponding Fokker-Planck equation for Eq. (A1) is...
\[ \frac{\partial P(x|x_0;r)}{\partial r} = -\frac{\partial}{\partial x} \left[ A(x,r)P(x|x_0;r) \right] + \frac{\partial^2}{\partial x^2} \left[ B(x,r)P(x|x_0;r) \right], \] (A3)

where
\[ A(x,r) = h(x,r) + g(x,r) \frac{\partial g(x,r)}{\partial x}, \] (A4)
\[ B(x,r) = g^2(x,r), \] (A5)
\[ P(x|x_0;r) \] is the condition probability density, and \( x \) and \( x_0 \) are separated by distance \( r \). We now consider the solution of Eq. (A3) corresponding to an initial value
\[ P(x|x_0;r=0) = \delta(x-x_0) \] (A6)

and the reflecting barriers boundary conditions
\[ \frac{\partial}{\partial x} [B(x,r)P] - A(x,r)P = 0 \quad \text{at} \quad x=x_1,x_2. \] (A7)

A further assumption can be made concerning coefficients \( A(x,r) \) and \( B(x,r) \):
\[ A(x,r) = A(x)F(r), \] (A8)
\[ B(x,r) = B(x)F(r). \] Then Eq. (A3) can be solved by a separation of variables. Let
\[ P(x|x_0;r) = X(x)T(r). \] (A9)

We have
\[ \frac{dT}{dr} = -\lambda F(r)T(r), \] (A10)
\[ \frac{d^2}{dx^2} [B(x)X] - \frac{d}{dx} \left[ A(x)X(x) \right] + \lambda X(x) = 0. \] (A11)

The solution for Eq. (A10) is obvious:
\[ T(r) = T(0) \exp \left( -\lambda \int_0^r F(r)dr \right). \] (A12)

Equation (A11) is an eigenvalue problem of the second-order ordinary differential equation. We can give some special form of \( A(x) \) and \( B(x) \) and Eq. (A11) can be changed to a Sturm-Liouville equation. Let
\[ B(x) = \beta(cx^2 + dx + e), \] (A13)
\[ A(x) = \frac{dB(x)}{dx} + \beta(ax + b), \] (A14)
and
\[ \frac{dW(x)}{dx} = \frac{ax + b}{cx^2 + dx + c} W(x) \quad \text{(Pearson equation)}. \] (A15)

Then Eq. (A11) becomes a standard Sturm-Liouville equation
\[ \frac{d}{dx} \left[ B(x)W(x) \frac{dX}{dx} \right] + \lambda W(x)X = 0 \] (A16)

and the boundary condition is
\[ B(x)W(x) \frac{dX}{dx} = 0, \quad x=x_1,x_2. \] (A17)

So the general solution for Eq. (A3) is
\[ P(x|x_0;r) = W(x) \sum_n \exp \left( -\lambda_n \int_0^r F(r)dr \right) Q_n(x)Q_n(x_0), \] (A18)
where \( Q_n(x) \) is the eigenfunction of Eqs. (A16) and (A17) and \( \lambda_n \) is the corresponding eigenvalue. \( Q_n \) satisfies the normalized relation
\[ \int_{x_1}^{x_2} W(x)Q_n(x)Q_m(x)dx = \delta_{nm}. \] (A19)

In fact, \( Q_n(x) \) is the classical orthogonal polynomial. If the probability density for \( x_0 \) is given as \( W(x_0) \), then the joint distribution for \( x \) and \( x_0 \) is
\[ P(x,x_0;r) = W(x)W(x_0) \sum_n \bar{R}^nQ_n(x)Q_n(x_0), \] (A20)
where
\[ \bar{R}(r) = \exp \left( -\int_0^r F(r)dr \right). \] (A21)

The correlation function \( R(r) \) is given as
\[ R(r) = \bar{R}(r)^{1/2}. \] (A22)

**APPENDIX B**

The individual height distributions are discussed below.

1. **Continuous surfaces**

   **(a) Gaussian distribution**

   If the surface height obeys the Gaussian distribution,
   \[ f(x) = \frac{1}{\sqrt{2\pi w}} \exp \left( -\frac{x^2}{2w^2} \right). \] (B1)

   Equation (B1) is the weighting function of Hermite polynomials \( H_n(x) \):
   \[ \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi w}} \exp \left( -\frac{x^2}{2w^2} \right) H_n \left( \frac{x}{\sqrt{2w}} \right) H_m \left( \frac{x}{\sqrt{2w}} \right) dx \]
   \[ = 2^n n! \delta_{nm}, \] (B2)

   e.g.,
   \[ \hat{h}^2_n = 2^n n!. \] (B3)

   The eigenvalue \( \lambda_n = n \). So
\[
f^I(x,y;R) = \frac{1}{2\pi w^2} \exp\left(-\frac{x^2 + y^2}{2w^2}\right)
\times \sum_{n=0}^\infty \frac{R^n}{2^n n!} H_n\left(\frac{x}{\sqrt{2w}}\right) H_n\left(\frac{y}{\sqrt{2w}}\right).
\]
(B4)

As
\[
\sum_{n=0}^\infty \frac{R^n}{2^n n!} H_n(x)H_n(y) = (1 - t^2)^{-1/2} \exp\left(\frac{2xyt - (x^2 + y^2)t^2}{1 - t^2}\right),
\]
the joint distribution for Gaussian height distribution is
\[
f^I(x,y;R) = \frac{1}{2\pi w^2 \sqrt{1 - R^2}} \exp\left(-\frac{x^2 + y^2 - 2xyR}{2w^2(1 - R^2)}\right).
\]
(B6)

This is the well-known joint distribution function for Gaussian process. According to Eq. (5), the height difference distribution is
\[
p(z,r) = \frac{1}{2w\sqrt{\pi(1-R)}} \exp\left(-\frac{z^2}{4w^2(1-R)}\right).
\]
(B7)

Equation (B7) indicates that the height difference also obeys the Gaussian distribution. From the definition of height-height correlation function \(H(r)\),
\[
H(r) = [\langle h(r) - h(0) \rangle^2] = 2w^2(1-R),
\]
(B8)
one has
\[
p(z,r) = \frac{1}{\sqrt{2\pi}H(r)} \exp\left(-\frac{z^2}{2H(r)}\right).
\]
(B9)

and the height difference function
\[
C(k_\perp, r) = \exp[-\frac{1}{2}k_\perp^2H(r)].
\]
(B10)

(b) Exponential distribution

The exponential distribution
\[
f(x) = \frac{1}{w} \exp\left(-\frac{x}{w}\right), \quad x \geq 0.
\]
(B11)

This is an asymmetric distribution and its corresponding orthogonal polynomials are Laguerre polynomials \(L_n(x)\):
\[
h_n^2 = \int_0^\infty \frac{1}{w} \exp\left(-\frac{x}{w}\right) \frac{x^n}{w^n} L_n(x) \frac{x}{w} dx = 1.
\]
(B12)

The corresponding eigenvalue \(\lambda_n = n\). Therefore,
\[
f^I(x,y;R) = \frac{1}{w^2} \exp\left(-\frac{x+y}{w}\right) \sum_{n=0}^\infty \frac{R^n}{\Gamma(n+1)} L_n\left(\frac{x}{w}\right) L_n\left(\frac{y}{w}\right).
\]
(B13)

As
\[
\sum_{n=0}^\infty L_n(x)L_n(y)r^n = \frac{1}{1 - t} \exp\left(-\frac{x+y}{1-t}\right) I_0\left(\frac{2\sqrt{xyr}}{1-t}\right),
\]
(B14)where \(I_0(x)\) is the zeroth-order modified Bessel function. Then
\[
f^I(x,y;R) = \frac{1}{w^2(1-R)} \exp\left(-\frac{x+y}{w(1-R)}\right) I_0\left(\frac{2\sqrt{xyR}}{w(1-R)}\right).
\]
(B15)

Therefore,
\[
p(z,r) = \int_0^\infty \frac{1}{w^2(1-R)} \exp\left(-\frac{z+2y}{w(1-R)}\right)
\times I_0\left(\frac{2\sqrt{(y+z)yR}}{w(1-R)}\right) dy
= \frac{1}{2w\sqrt{1-R}} \exp\left(-\frac{|z|}{\sigma\sqrt{1-R}}\right),
\]
(B16)
i.e.,
\[
p(z,r) = \frac{1}{2w\sqrt{1-R}} \exp\left(-\frac{|z|}{w\sqrt{1-R}}\right), \quad -\infty \leq z \leq \infty.
\]
(B17)

This means that the height difference distribution is still exponential, but it becomes symmetric. In this case,
\[
C(k_\perp, r) = \frac{1}{1 + \frac{1}{2}k_\perp^2H(r)}.
\]
(B18)

This is different from that of the Gaussian distribution.

(c) \(\Gamma\) distribution

The \(\Gamma\) distribution
\[
f(x) = \frac{1}{\Gamma(\kappa+1)\sigma^{x+\tau}} x^\kappa e^{-x/\sigma}, \quad x \geq 0.
\]
(B19)

This is the weighting function of associated Laguerre polynomials:
\[
h_n^2 = \int_0^\infty \frac{1}{\Gamma(\kappa+1)\sigma^{x+\tau}} x^\kappa \exp\left(-\frac{x}{\sigma}\right) \frac{x^n}{\sigma^n} L_n\left(\frac{x}{\sigma}\right) \frac{x}{\sigma} dx
= \frac{\Gamma(n+\kappa+1)}{\Gamma(n+1)\Gamma(n+\kappa+1)}.
\]
(B20)
The corresponding eigenvalue \(\lambda_n = n\). The joint distribution is
\[
f^I(x,y;R) = \frac{1}{\Gamma(\kappa+1)\sigma^{x+\tau}} (xy)^\kappa \exp\left(-\frac{x+y}{\sigma}\right)
\times \sum_{n=0}^\infty \frac{\Gamma(n+1)}{\Gamma(n+\kappa+1)} \frac{R^n}{\Gamma(n+\kappa+1)} \frac{x^n}{\sigma^n} \frac{L_n\left(\frac{x}{\sigma}\right)}{\Gamma(n+\kappa+1)} \frac{y^n}{\sigma^n}.
\]
(B21)
where $I_k(x)$ is the $k$th-order modified Bessel function. Then

$$f^j(x, y; R) = \frac{1}{\Gamma(n + 1)\sigma^2(1 - R)^{n/2}} \left(\frac{x^2 + y^2}{2\sigma^2}\right)^{n/2 - 1} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) I_n(\frac{x^2 + y^2}{2\sigma^2}).$$

(B23)

The height difference distribution is calculated as

$$p(z, r) = \frac{1}{\Gamma(n + 1)\sigma\sqrt{\pi}(1 - R)^{(n/2)}} \left(\frac{z}{\sqrt{1 - R}}\right)^{(n/2) - 1/2} \times K_{n/2}\left(\frac{z}{\sigma\sqrt{1 - R}}\right),$$

(B24)

where $K_n$ is a modified Bessel function. The height difference function is then

$$C(k_\perp, r) = \frac{1}{[1 + k_\perp^2\sigma^2(1 - R)]^{n/2 + 1}}.$$  

(B25)

Note that for this distribution, the interface width $w$ is expressed as

$$w^2 = (\kappa + 1)\sigma^2.$$  

(B26)

Therefore,

$$C(k_\perp, r) = \frac{1}{1 + \frac{k_\perp^2}{2}\frac{H(r)}{2(k + 1)}}$$  

(B27)

The exponential distribution is a special case when $\kappa = 0$.

(d) Rayleigh distribution

The Rayleigh distribution

$$f(x) = \frac{x}{w^2} \exp\left(-\frac{x^2}{2w^2}\right), \quad x \geq 0.$$  

(B28)

This is also an asymmetric distribution. The corresponding orthogonal polynomials are Laguerre polynomials $L_n(x)$:

$$h_n^2 = \int_0^\infty \frac{x}{w^2} \exp\left(-\frac{x^2}{2w^2}\right) L_n\left(\frac{x^2}{2w^2}\right) L_n\left(\frac{x^2}{2w^2}\right) dx = 1.$$  

(B29)

The joint distribution is

$$f^j(x, y; R) = \frac{xy}{\sigma^4} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) \sum_{n=0}^\infty R^n L_n\left(\frac{x^2}{2\sigma^2}\right) L_n\left(\frac{y^2}{2\sigma^2}\right).$$  

(B30)

According to Eq. (B14),

$$f^j(x, y; R) = \frac{xy}{w^4(1 - R)} \exp\left(-\frac{x^2 + y^2}{w^2(1 - R)}\right) I_0\left(\frac{2xy\sqrt{R}}{w^2(1 - R)}\right).$$  

(B31)

Therefore,

$$p(z, r) = \int_0^\infty y(z + y) \exp\left(-\frac{y^2 + (z + y)^2}{2w^2(1 - R)}\right) dy \times I_0\left(\frac{y(z + y)\sqrt{R}}{w^2(1 - R)}\right) dy.$$  

(B32)

and

$$C(k_\perp, r) = \sum_{n=0}^\infty \frac{\pi k_\perp^2}{2} \left(\frac{1}{2}\right)^n \times R^n \left(\frac{33}{2}\right)^n \left(\frac{3}{2}\right)^n \left(\frac{3}{2}\right)^n \left(\frac{k_\perp^2}{2}\right)^n,$$  

(B33)

where $_2F_1(\alpha; \beta; \gamma; z)$ is a hypergeometric function.

(e) Uniform distribution

The uniform distribution

$$f(x) = \frac{1}{2a}, \quad -a \leq x \leq a.$$  

(B34)

The corresponding polynomials are Legendre polynomials $P_n(x)$:

$$h_n^2 = \int_{-a}^a \frac{x}{2a} P_n\left(\frac{x}{a}\right) P_n\left(\frac{x}{a}\right) dx = \frac{1}{2a}.$$  

(B35)

The corresponding eigenvalue $\lambda_n = n(n + 1)$. The joint distribution is

$$f^j(x, y; R) = \frac{1}{4a^2} \sum_{n=0}^\infty (2n + 1)R^{n(n + 1)/2} P_n\left(\frac{x}{a}\right) P_n\left(\frac{y}{a}\right).$$  

(B36)

The height difference distribution is

$$p(z, r) = \frac{1}{4a^2} \sum_{n=0}^\infty (2n + 1)R^{n(n + 1)/2} \times \int_{x_1}^{x_2} P_n\left(\frac{y + y}{a}\right) P_n\left(\frac{y}{a}\right) dy,$$  

(B37)

where $x_1$ and $x_2$ are the integration boundaries: $x_1 = \max\{-a - z, -a\}$ and $x_2 = \min\{a - z, a\}$. The range of $z$ is from $-2a$ to $2a$. The height difference function is therefore
The joint distribution function is

\[ C_{ik}(x,a) = a^{-n} L_n^{(x-n)}(a), \quad (B38) \]

where \( L_n^{(x-n)}(a) \) is associated Laguerre polynomial. The orthogonal relation is given by

\[ \sum_{x=0}^{\infty} f(x) C_n(x,a) C_m(x,a) = \frac{a^{-n}}{n!} \delta_{nm}. \quad (B41) \]

Therefore,

\[ h_n^2 = \frac{a^{-n}}{n!}. \quad (B42) \]

The joint distribution function is

\[ f^j(x,y;R) = \frac{e^{-2a a^x + y}}{x! y!} \sum_{n=0}^{\infty} \left( \frac{R}{a} \right)^n n! L_n^{(x-n)}(a) L_n^{(y-n)}(a) \quad (B43) \]

and

\[ \sum_{k=0}^{\infty} k! L_k^{(a-k)}(x) L_k^{(b-k)}(y) = \beta! t^\beta (1-t)^{a-\beta} e^{\text{i} t y} L_\beta^{(a-h)} \left( \frac{(1-t^x)(1-t^y)}{t} \right). \quad (B44) \]

Therefore,

\[ f^j(x,y;R) = \frac{e^{-2a a^x}}{x!} R^y (1-R)^{a-\gamma} e^{a R} L_\gamma^{(x-y)} \left( -\frac{a(1-R)^2}{R} \right). \quad (B45) \]

The height difference distribution \( f(z;R) \) can be written as

\[ p(z,r) = \sum_{y=0}^{\infty} f(z+y,y;R) \]

\[ = e^{-2a a^R (1-R)^2} \sum_{y=0}^{\infty} \left( \frac{aR}{z+1} \right)_y L_y \left( -\frac{a(1-R)^2}{R} \right). \quad (B46) \]

Since

\[ \sum_{k=0}^{\infty} t^k \frac{L_k^a(x)}{(a+1)_k} = \Gamma(a+1)(ix)^{-a/2} e^{iJ_a(2\sqrt{i})}, \quad (B47) \]

then

\[ p(z,r) = (-1)^{-z/2} e^{-2a a^R} I_z [2(1-R)i] = e^{-2a a^R} I_z [2a(a-1-R)], \quad (B48) \]

where \( I_z(x) \) is modified Bessel function. Therefore,

\[ C(k_{1 \perp},r) = \sum_{z=-\infty}^{\infty} e^{-2a a^{R}} I_z [2a(a-1-R)] e^{i k_{1 \perp} r z}, \quad (B49) \]

where \( c \) is the lattice constant along the \( z \) axis. Let \( \Phi = k_{1 \perp} c \); then

\[ C(k_{1 \perp},r) = e^{-2a a^{R}} I_0 [2a(a-1-R)] + 2 e^{-2a a^{R}} \sum_{n=1}^{\infty} I_n [2a(a-1-R)] \cos(n \Phi), \quad (B50) \]

i.e.,

\[ C(k_{1 \perp},r) = e^{-2a a^{R}} (1-\cos \Phi). \quad (B51) \]

The height-height correlation function is

\[ H(r) = \sum_{z=-\infty}^{\infty} z^2 e^{-2a a^R} I_z [2a(a-1-R)] = 2a(a-1-R). \quad (B52) \]

So

\[ C(k_{1 \perp},r) = e^{-H(r)(1-\cos \Phi)}. \quad (B53) \]

---

21 See, for example, H.-N. Yang, G.-C. Wang, and T.-M. Lu, Phys. Rev. Lett. 73, 2348 (1994).