Anisotropy in growth-front roughening
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We consider a linear anisotropic growth equation that includes two anisotropic physical processes, evaporation/condensation and surface diffusion, to describe the roughening of the growth fronts generated by noises. By solving this equation analytically, we show that there are two different types of growth-front anisotropy: correlation length anisotropy and scaling anisotropy. A scaling anisotropy can generate different values of roughness exponent in different surface directions. It is shown that a competition of the two growth processes can lead to a rotation of the direction of anisotropy. We also consider the effect of growth-front roughening due to the anisotropy in surface diffusion barrier (Schwoebel barrier) to show that the surface can form ripple structures over time. These results are used to explain recent experimental results on growth-front anisotropy. [S0163-1829(98)04544-5]

I. INTRODUCTION

Many surfaces in nature evolve under processes that add and/or remove materials, such as thin-film growth process, etching process, erosion, fracture, etc. These processes usually generate rough surfaces that can be described in terms of either self-affine fractal scaling, as a result of noise, or “mounds” formation due to the existence of surface diffusion barriers. These rough surfaces exhibit fluctuations in height normal to the surface. The fluctuations in height can be characterized in terms of the height-height correlation function \( H(r) = \left\langle (h(r) - h(0))^2 \right\rangle \). Here \( h(r) \) is the surface height at position \( r = (x, y) \) on the surface. The notation \( \left\langle \cdots \right\rangle \) means an average over all possible choices of the origin, and an ensemble average over all possible surface configurations. Usually if an isotropic surface is assumed, by which the height-height correlation depends only on the magnitude of \( r \), then \( H(r) \propto r^{-\alpha} \) for \( r \ll \xi \), and \( H(r) = \text{const} \) for \( r \gg \xi \). Here \( \xi \) is the correlation length, within which the surface heights of any two points are correlated, and \( \alpha \) is the roughness exponent. The value of \( \alpha \), which lies between zero and one, describes how wiggly the surface is. The smaller the \( \alpha \), the more wiggly the surface. The isotropic growth models fall into several universality classes with different values of roughness exponent.

However, in practice, sometimes surfaces may not be isotropic. Recent scanning tunneling microscopy (STM) study showed that the surface morphologies of homoepitaxial GaAs films on nominally flat GaAs(001) surfaces are highly anisotropic, with elongated multilayered features developing parallel to \([\bar{1}0]\). The anisotropy depends on the growth rate and substrate temperature. The height-height correlation functions along different directions are quite different. Similar morphologies have also been observed in metal-organic molecular-beam epitaxy (MOMBE) of InP on a nominally flat InP(100) substrate. The surface has a pattern with elongated structures along the \([\bar{0}1\bar{1}]\) direction, and the surface anisotropy increases with time under the same growth condition. Anisotropic surface morphology also exists in heteroepitaxial films such as Ge/Si system. Recent study of \( \text{In}_{x}\text{Al}_{1-x}\text{As} \) grown on InP(001) showed that the direction of the surface anisotropy could even rotate during the growth. Furthermore, anisotropy appeared in the growth of materials on stepped or vicinal surfaces. For example, it was observed that for Si grown on a vicinal Si(100) substrate with a \(4^\circ\) miscut, the surface morphology showed a strong shape anisotropy along the initial \([\bar{1}0]\) step direction.

So far, theoretical description of the anisotropic growth phenomena has focused on nonlinear growth models. These include an anisotropic Kardar-Parisi-Zhang (KPZ) equation and an anisotropic Kuramoto-Sivashinsky (KS) equation. One of the goals was to describe the growth on a stepped or a vicinal substrate. These pioneering works predict growth front morphology anisotropy, including anisotropic scaling. Quantitative predictions of these theories will be discussed later in this paper. Those nonlinear equations contain a term describing a growth direction normal to the local surface, which may not exist for some growth techniques such as molecular-beam epitaxy. Experimental work showed that, even when the growth started from a nominally flat substrate, anisotropic growth fronts could still be formed.

An important origin for the morphology anisotropy is due to the surface transport anisotropy. Several dynamic processes may be involved. The most important processes that affect the morphology are surface tension, surface diffusion, step barrier (Schwoebel barrier), and stress or strain on the surface. During thin-film growth, processes such as surface tension and surface diffusion tend to smooth the surface. For a vicinal surface, the surface tension depends on orientation. An anisotropic surface diffusion was also observed in the Si(100) substrate. The diffusion along the surface dimer rows is 1000 times faster than the diffusion across the dimer rows. Recent calculations on the step diffusion barrier of this surface also showed an anisotropy. Surface strain or stress due to lattice mismatch or defects can induce surface diffusion; therefore, the anisotropic properties of surface stress or strain can cause surface anisotropy.
In general, a substrate anisotropy does not always lead to anisotropic growth unless it induces an anisotropic atomic transport. As an example, we consider the isotropic Edwards-Wilkinson (EW) growth, \(^3\) starting with anisotropic substrate morphology as the initial condition,  
\[
\frac{\partial h}{\partial t} = \nu \nabla^2 h + \eta(\mathbf{r}, t),
\]
where \(\nu\) is the surface tension, and \(\eta(\mathbf{r}, t)\) is the Gaussian white noise. The solution for the power spectrum, which is defined as the Fourier transform of the surface autocorrelation function \(\langle h(\mathbf{r})h(0)\rangle\), is\(^{13,28}\)  
\[
P(q, t) = 2D \frac{1 - e^{-2\nu q^2 t}}{\nu q^2} + P_0(q)e^{-2\nu q^2 t},
\]
where \(P_0(q)\) is the power spectrum of the anisotropic substrate, that is, from the initial surface morphology, which may be anisotropic. As time \(t\) increases, the effect of the substrate anisotropy becomes less important. For \(t \to \infty\) the surface becomes isotropic because the contribution of the second term diminishes. Therefore, if there is no surface transport anisotropy the growth front started on an anisotropic substrate will eventually become isotropic after a long time.

In this paper we shall discuss a linear anisotropic growth model based on two common processes: evaporation/condensation (which gives rise to the surface tension term) and surface diffusion. We show that if only one of the physical processes is present in the growth equation the surface morphology can exhibit only a correlation length anisotropy, not a scaling anisotropy. The scaling anisotropy exists only when both processes take effect. The competition of these two effects sometimes may result in a rotation of the direction of anisotropy during growth. We also consider a similar linear growth model describing an anisotropic surface morphology as a result of an anisotropic step diffusion barrier on the surface.

II. LINEAR ANISOTROPIC SURFACE GROWTH MODEL

We first consider a noise-induced linear anisotropic growth model. We consider two main physical effects that can affect the surface morphology during growth: condensation/evaporation and surface diffusion. For condensation/evaporation the surface growth rate is proportional to the difference between the local surface chemical potential \(\mu(\mathbf{r}, t)\) and the chemical potential of the vapor, \(\bar{\mu}\):\(^{29}\)  
\[
\frac{\partial h}{\partial t}_{\text{cond}} = B[\mu(\mathbf{r}, t) - \bar{\mu}],
\]
where \(B\) is a rate constant that depends on the equilibrium temperature, average vapor pressure, molecular weight, and molecular volume of the vapor.\(^{29}\) According to Herring this chemical potential difference between a vapor and a thin film can be expressed as\(^{30}\)  
\[
\Delta \mu = \frac{1}{R_1} \left( \gamma + \frac{\partial^2 \gamma}{\partial n_1^2} \right) + \frac{1}{R_2} \left( \gamma + \frac{\partial^2 \gamma}{\partial n_2^2} \right),
\]
where \(\gamma\) is the surface tension, \(R_1\) and \(R_2\) are the principal radii of surface curvature, \(n_1\) and \(n_2\) are the projections of the variable unit vector \(\mathbf{n}\), on which \(\gamma\) depends, onto a plane tangent to the surface at the points in question. The subscripts 1 and 2 denote two perpendicular directions on the surface. If we assume that the two principal radii are parallel to the \(x\) and \(y\) axes, then for a slightly perturbed smooth surface, one has\(^{31}\)  
\[
\frac{\partial h}{\partial t}_{\text{cond}} = B \left( \gamma_1 \frac{\partial^2 h}{\partial x^2} + \gamma_2 \frac{\partial^2 h}{\partial y^2} \right),
\]
where \(\gamma_i = \gamma + \frac{\partial^2 \gamma}{\partial n_i^2}, i=1,2\).

The effect of surface diffusion can be written as\(^{17}\)  
\[
\frac{\partial h}{\partial t}_{\text{diff}} = -\nabla \cdot \mathbf{j}(\mathbf{r}, t),
\]
where the current density \(\mathbf{j} = (j_x, j_y, j_z = 0)\) is the surface diffusion flux. According to irreversible thermodynamics,  
\[
\mathbf{j}(\mathbf{r}, t) = \mathbf{D} \cdot \nabla \mu(\mathbf{r}, t).
\]
Here \(\mathbf{D}\) is the diffusion tensor,  
\[
\mathbf{D} = \begin{pmatrix} D_{xx} & D_{xy} & 0 \\ D_{xy} & D_{yy} & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]
From Eqs. (3), (6), and (7), for a slightly perturbed smooth surface, one has  
\[
\frac{\partial h}{\partial t}_{\text{diff}} = -\gamma_1 D_{xx} \frac{\partial^2 h}{\partial x^2} - \gamma_2 D_{yy} \frac{\partial^2 h}{\partial y^2} \times \frac{\partial^4 h}{\partial y^2 \partial x^2} - (\gamma_2 D_{xx} + \gamma_1 D_{yy}) \frac{\partial^2 h}{\partial y^2 \partial x} - (D_{yy} + D_{xy}) \frac{\partial^2 h}{\partial y^2}\left( \frac{\partial^2 h}{\partial x^2} + \frac{\partial^2 h}{\partial y^2} \right).
\]
For a simple case, letting \(D_{xx} = D_{yy} = 0\), one has  
\[
\frac{\partial h}{\partial t}_{\text{diff}} = -\gamma_1 D_{xx} \frac{\partial^2 h}{\partial x^2} - \gamma_2 D_{yy} \frac{\partial^2 h}{\partial y^2} - (\gamma_2 D_{xx} + \gamma_1 D_{yy}) \frac{\partial^2 h}{\partial y^2 \partial x^2}.
\]
Combining Eqs. (5) and (9), and also considering the fluctuation of the flux of the arriving atoms during a deposition, we obtain a general growth equation as  
\[
\frac{\partial h}{\partial t} = \nu_1 \frac{\partial^2 h}{\partial x^2} + \nu_2 \frac{\partial^2 h}{\partial y^2} - \kappa_1 \frac{\partial^2 h}{\partial x^2} - \kappa_2 \frac{\partial^2 h}{\partial y^2} - \kappa_3 \frac{\partial^2 h}{\partial y^2 \partial x^2} + \eta(\mathbf{r}, t),
\]
where \(\nu_i = B \gamma_i, i=1,2; \kappa_1 = \gamma_1 D_{xx}, \kappa_2 = \gamma_2 D_{yy}, \kappa_3 = \gamma_2 D_{xx} + \gamma_1 D_{yy}\). From now on we shall refer to the \(\nu_i\) as the ”surface tension,” and the \(\kappa_i\) as “surface diffusion.” \(\eta(\mathbf{r}, t)\) is the Gaussian white noise, satisfying
\[ \langle \eta(\mathbf{r}, t) \rangle = 0, \]
\[ \langle \eta(\mathbf{r}_1, t_1) \eta(\mathbf{r}_2, t_2) \rangle = 2D \delta(\mathbf{r}_1 - \mathbf{r}_2) \delta(t_1 - t_2). \] (11)

In the following, we consider three possible combinations of anisotropic surface tension and anisotropic surface diffusion in Eq. (12).

A. Surface tension only: \( \kappa_i = 0, r_i \neq 0 \)

If the surface diffusion can be negligible, Eq. (12) becomes an anisotropic Edwards-Wilkinson equation with the power spectrum

\[ P(\mathbf{q}, t) = 4D \frac{1 - \exp\left[-2\left(\kappa_1 q_x^4 + \kappa_2 q_y^4 + \kappa_3 q_x^2 q_y^2\right)t\right]}{\kappa_1 q_x^4 + \kappa_2 q_y^4 + \kappa_3 q_x^2 q_y^2}. \] (12)

Let \( Q_x = q_x t^{1/4} \), and \( Q_y = q_y t^{1/4} \); Eq. (15)

\[ P(\mathbf{Q}, t) = 4D \frac{1 - \exp\left[-2\left(\kappa_1 Q_x^4 + \kappa_2 Q_y^4 + \kappa_3 Q_x^2 Q_y^2\right)t\right]}{\kappa_1 Q_x^4 + \kappa_2 Q_y^4 + \kappa_3 Q_x^2 Q_y^2}. \] (15)

Figure 1 plots the cross sections of the scaled power spectra \( P(\mathbf{Q})/t \) in both the \( Q_x \) and \( Q_y \) directions and the contours of the scaled power spectra for \( \nu_1 = 1.0, \nu_2 = 0.1 \). For large \( q \) values the cross sections of the power spectra in both the \( Q_x \) and \( Q_y \) directions obey the same power law with the value of the power equal to \(-2\). This demonstrates that the roughness exponent \( \alpha = 0 \) through the relationship between \( \alpha \) and slope; slope = \(-d - 2\alpha\), where \( d \) is the dimension of the embedded space. Therefore \( \alpha \) is not directionally dependent. However, the flat shoulder extends to different \( Q \) values in the \( Q_x \) and \( Q_y \) directions. The curve in the \( Q_x \) direction has its shoulder extend to \( \sqrt{10} \) times further in \( Q \) values than that of the curve in the \( Q_y \) direction. This difference shows that the lateral scales \( \xi \) in these two directions are different; i.e., \( \xi_x = \sqrt{10}\xi_y \). The lateral correlation lengths in the \( x \) and \( y \) directions equal \( \sqrt{2\nu_1 t} \) and \( \sqrt{2\nu_2 t} \), respectively; their ratio is \( \sqrt{\nu_1/\nu_2} \). In fact, if we do a linear transformation: \( \sqrt{\nu_2/\nu_1} q_x \rightarrow q_y, \sqrt{q_x^2 + q_y^2} \rightarrow q' \); then Eq. (13) becomes isotropic,

\[ P(\mathbf{q}', t)4D \frac{1 - \exp\left[-2\nu_1 q'^2 t\right]}{\nu_1 q'^2}. \] (14)

Therefore, except for the existence of an anisotropy in the lateral correlation length, the anisotropic EW equation has similar dynamic properties compared to that of the isotropic EW equation, e.g., \( \beta = 0, \alpha = 0 \), and \( z = 2 \) (see Table I).

B. Surface diffusion only: \( \kappa_i \neq 0, r_i \neq 0 \)

If the surface tension contribution is negligible then Eq. (12) becomes an anisotropic Mullins-diffusion equation. The corresponding power spectrum is

\[ \langle \eta(\mathbf{r}, t) \rangle = 0, \]
\[ \langle \eta(\mathbf{r}_1, t_1) \eta(\mathbf{r}_2, t_2) \rangle = 2D \delta(\mathbf{r}_1 - \mathbf{r}_2) \delta(t_1 - t_2). \] (11)

Equation (10) can be solved using a Fourier transform method.\(^{17,28,32}\) The solution for the power spectrum at time \( t \) is

\[ P(\mathbf{q}, t) = 4D \frac{1 - \exp\left[-2\left(\kappa_1 q_x^4 + \kappa_2 q_y^4 + \kappa_3 q_x^2 q_y^2\right)t\right]}{\kappa_1 q_x^4 + \kappa_2 q_y^4 + \kappa_3 q_x^2 q_y^2}. \] (12)

Let \( Q_x = q_x t^{1/4} \), and \( Q_y = q_y t^{1/4} \); Eq. (15)

\[ P(\mathbf{Q}, t) = 4D \frac{1 - \exp\left[-2\left(\kappa_1 Q_x^4 + \kappa_2 Q_y^4 + \kappa_3 Q_x^2 Q_y^2\right)t\right]}{\kappa_1 Q_x^4 + \kappa_2 Q_y^4 + \kappa_3 Q_x^2 Q_y^2}. \] (15)

FIG. 1. (a) Log-log plots of the scaled power spectrum along the \( Q_x \) (solid curve) and \( Q_y \) (dashed curve) directions for \( \nu_1 = 1.0, \nu_2 = 0.1, \kappa_1 = 0.0, \kappa_2 = 0.0, \) and \( \kappa_3 = 0.0 \); (b) contour plots of the scaled power spectrum.
TABLE I. Summary of the surface properties of different anisotropic growth models.

<table>
<thead>
<tr>
<th>Anisotropic Models</th>
<th>Conditions</th>
<th>Scaling Properties</th>
<th>Surface Properties</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear model</td>
<td>$\nu_1 = \nu_2 \neq 0$, $\kappa_1 = \kappa_2 = \kappa_3 = 0$</td>
<td>$\beta = 0$, $\alpha = 0$, $z = 2$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>$\nu_1 = \nu_2 = 0$, $\kappa_1 \neq \kappa_2 \neq \kappa_3$</td>
<td>$\beta = 0.25$, $\alpha = 1$, $z = 4$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>$\nu_1 \neq 0$, $\nu_2 = 0$, $\kappa_1 = \kappa_3 = 0$, $\kappa_2 \neq 0$</td>
<td>$\beta = 0.125$, $\alpha = 0.25$, $\alpha_s = 0.5$, $z_y = 2z_x = 4$</td>
<td>Scaling anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>$\nu_1 \neq 0$, $\nu_2 \neq 0$, $\kappa_1 \neq \kappa_2 \neq \kappa_3$</td>
<td>$0 &lt; \beta &lt; 0.25$, $\alpha_s \neq \alpha$</td>
<td>Scaling anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td>Linear model $\nu_2$ for step bias</td>
<td>$\nu_1 &gt; 0, \nu_1 &lt; 0$</td>
<td>Ripple structures</td>
<td>Present work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_1 / \lambda_2 = 0$</td>
<td>$z_s \neq z_y$</td>
<td>Scaling anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>$\lambda_1 / \lambda_2 = 0$</td>
<td>$z_s = z_y = 2 - \alpha$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td>Kardar-Parisi-Zhang model</td>
<td>$\lambda_1 / \lambda_2 = 0$</td>
<td>$z_s = z_y = 2 - \alpha$, $\alpha = 0.25$, $\alpha_s = 0.75$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>$\nu_1 &lt; 0$</td>
<td>$\nu_1 &lt; 0$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>Elliptical mounds</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_1 / \lambda_2 &gt; 0$</td>
<td>$\lambda_1 / \lambda_2 &gt; 0$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>Elliptical mounds</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kuramoto-Sivashinsky model</td>
<td>$\nu_2 / \nu_1 &lt; 0$, $\lambda_1 / \lambda_2 &gt; 0$</td>
<td>$\lambda_1 / \lambda_2$, $\lambda_2 / \lambda_1$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>Elliptical mounds</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_2 / \lambda_1 &gt; 0$</td>
<td>$\lambda_2 / \lambda_1 &gt; 0$</td>
<td>Correlation length anisotropy</td>
<td>Present work</td>
</tr>
<tr>
<td></td>
<td>Elliptical mounds</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$$P(Q,t)/t = 4D \frac{1 - \exp\left[-2(\kappa_1 Q_x^4 + \kappa_2 Q_y^4 + \kappa_3 Q_z^2 Q_y^2)\right]}{\kappa_1 Q_x^4 + \kappa_2 Q_y^4 + \kappa_3 Q_z^4 Q_y^2}.$$ \hspace{1cm} (15')

The cross sections of the scaled power spectra $P(Q)/t$ in the $Q_x$ and $Q_y$ directions shown in Fig. 2 have a behavior similar to that of case $A$ shown in Fig. 1, except that the value of the power is $-4$, which leads to the same roughness exponent $\alpha = 1$ in the $Q_x$ and $Q_y$ directions. The shoulders extend to different values of $Q$ due to the anisotropic diffusions in the $x$ and $y$ directions, which results in different values of $\xi$ in the $x$ and $y$ directions. One can also perform a linear transformation by using $\sqrt{\kappa_2 / \kappa_1} Q_x \to q_x$, $\sqrt{\kappa_2 / \kappa_1} Q_y \to q_y$ in Eq. (15) to make the power spectrum isotropic. Therefore, the dynamic behavior of the anisotropic Mullins diffusion equation is similar to that of the isotropic Mullins-diffusion equation, which gives $\beta = 0.25$, $\alpha = 1$, and $z = 4$ (see Table I).

Note that for either case $A$ or case $B$ the power-law behavior in the large $q$ region is the same for both $q_x$ and $q_y$ directions; i.e., the scaling is isotropic. However, the lateral correlation length scale $\xi$ is anisotropic. For equal values of $\nu_2 / \nu_1$ in case $A$ and $\kappa_2 / \kappa_1$ in case $B$ the anisotropy in case $A$ is more obvious than that in case $B$, as seen from the larger difference in the shoulder separation in case $A$.

C. General case: $\kappa_i \neq 0, \nu_j \neq 0$

One very interesting case involves the possibility that different physical processes dominate in different directions. For example, we consider what happens if the surface tension dominates in the $y$ direction ($\nu_1 \gg \kappa_1$) while the surface diffusion dominates in the $y$ direction ($\nu_2 < k_2$). In this case the scaling forms [Eqs. (13') and (15')] do not exist. Figure 3 plots cross sections of the power spectra in both the $q_x$ and $q_y$ directions, and the contours of the power spectra for $\nu_1 = 1.0$, $\nu_2 = 0.1$, $\kappa_1 = 0.0$, $\kappa_2 = 4.0$, and $\kappa_3 = 40$ at different growth times. [Note that in Fig. 3(a) all the tails overlap for each $q_x$ and $q_y$ direction.] There are two notable features in Fig. 3. The power spectra along the $q_x$ and $q_y$ directions scale totally differently at large $q$, which gives different values of $\alpha$. The anisotropy in the lateral correlation length still exists since the extension of the flat shoulders in the $q_x$ and $q_y$ directions are different. Initially the flat shoulder in the $q_x$ direction is longer than the shoulder in the $q_y$ direction. However, with the increase of growth time $t$ the extension of
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The anisotropy of power spectra contours rotates 90°. It is clear that in this case the x direction growth is governed by the surface diffusion and by surface diffusion in the y direction. Use the scaling approach,

\[ t \rightarrow t' = b_t t, \]
\[ h \rightarrow h' = b_h h, \]
\[ x \rightarrow x' = b_x^{1/4} x, \]
\[ y \rightarrow y' = b_y^{1/4} y. \]

Eq. (16) becomes

\[ \frac{\partial h}{\partial t} = \nu_1 \frac{\partial^2 h}{\partial x^2} - \kappa_2 \frac{\partial^4 h}{\partial y^4} + \eta(r, t). \]

Equation (16) states that the surface growth process is governed by surface tension in the x direction and by surface diffusion in the y direction. Use the scaling approach,

\[ t \rightarrow t' = b_t t, \]
\[ h \rightarrow h' = b_h h, \]
\[ x \rightarrow x' = b_x^{1/4} x, \]
\[ y \rightarrow y' = b_y^{1/4} y. \]

Eq. (16) becomes

\[ \frac{\partial h}{\partial t} = \nu_1 b_1^{1-2z} \frac{\partial^2 h}{\partial x^2} - \kappa_2 b_1^{4z} \frac{\partial^4 h}{\partial y^4} \]
\[ + b_1^{1/2} - (1/2z_x) = (1/2z_y) \eta(r, t). \]

Therefore, we obtain \( \beta = 1/8, z_x = 2, z_y = 4, \) and \( \alpha_x = \beta z_x = 1/4, \alpha_y = \beta z_y = 1/2. \) Note that the directionally dependent \( \alpha \) values are quite different from those of both the EW model and the Mullins-diffusion model (see Table I).

In Fig. 4 we plot the interface width \( w \) as a function of growth time \( t \) through a numerical integration of Eq. (12) for specific cases of the three conditions discussed above: \( \nu_1 = 1.0, \nu_2 = 0.1, \kappa_1 = 0.0, \kappa_2 = 0.0, \kappa_3 = 0.0; \) \( \nu_1 = 4.0, \nu_2 = 1.0, \kappa_1 = 0.0, \kappa_2 = 1.0, \kappa_3 = 40; \) and \( \nu_1 = 0.0, \nu_2 = 0.0, \kappa_1 = 0.0, \kappa_2 = 4.0, \kappa_3 = 0.0. \) The values of the growth exponent \( \beta \) under these three conditions are about 0.20, 0.19, and 0.13, respectively. These \( \beta \) values lie between 0 (isotropic EW model) and 0.25 (isotropic Mullins-diffusion model). Here we should emphasize that for each condition there is only one \( \beta \) value for the growth even though the surface is anisotropic. However, the dynamic exponent \( \gamma = \alpha / \beta \) is directionally dependent for the anisotropic scaling case.

It is clear from the slopes in the tails of the power spectra that the anisotropic scaling surface can be formed only when two (or more) different anisotropic physical mechanisms (e.g., here condensation/evaporation and surface diffusion) are involved in the smoothing of the growth front. In different directions, different mechanisms would dominate. Using the argument of dynamic scaling, the lateral correlation length scales differently in different directions with time, \( \xi_i \propto t^{1/4} \), and the height-height correlation function scales differently in different directions with different roughness exponents.
In the presence of a Schwoebel barrier, the step barriers prevent adatoms from hopping down the step edge, which generates an uphill diffusion current. In this case the surface consists of regular mound structures. After an initial transient the slope of the mounds remains essentially constant, giving a slope selection. This isotropic growth mechanism can be described by a nonlinear Langevin equation proposed by Johnson et al.:

\[
\frac{\partial h(r,t)}{\partial t} = -\nu \nabla h + \kappa \nabla^4 h + \eta(r,t),
\]

where both \(\nu\) and \(\kappa\) are positive. The first term on the right-hand side represents the uphill growth due to the Schwoebel barrier effect, and the second term is due to the surface diffusion. The up/down symmetry is still preserved for this equation although it is nonlinear. An example of the isotropic step barrier induced coarsening was the growth of Cu/Cu(100). However, in GaAs/GaAs(100) growth, an anisotropy in the morphology was observed. Considering an anisotropic growth, Eq. (19) can be written as

\[
\frac{\partial h(r,t)}{\partial t} = -\nu_1 \frac{\partial}{\partial x} \left( \frac{\partial h}{\partial x} \right) + \nu_2 \frac{\partial^2 h}{\partial y^2} - \kappa_1 \frac{\partial^4 h}{\partial x^4} - \kappa_2 \frac{\partial^4 h}{\partial x^2 \partial y^2} - \kappa_3 \frac{\partial^4 h}{\partial y^4} + \eta(r,t).
\]

Here \(\nu_1\) and \(\nu_2\) have different meanings. The \(\nu_1\) represents the uphill growth due to the Schwoebel barrier effect, but the \(\nu_2\) represents the surface tension. Equation (20) demonstrates that the growth in the \(x\) direction is governed by step barriers while in the \(y\) direction the growth is dominated by condensation/evaporation. Equation (20) can be linearized as

\[
\frac{\partial h}{\partial t} = -\nu_1 \frac{\partial^2 h}{\partial x^2} + \nu_2 \frac{\partial^2 h}{\partial y^2} - \kappa_1 \frac{\partial^4 h}{\partial x^4} - \kappa_2 \frac{\partial^4 h}{\partial x^2 \partial y^2} - \kappa_3 \frac{\partial^4 h}{\partial y^4} + \eta(r,t).
\]

Equation (21) is similar to Eq. (12), except that there is a negative sign before \(\nu_1\). This negative term would cause an
unstable growth in the \( x \) direction, and would dominate the surface growth in long time since the growth in the \( y \) direction is stable. Figure 5 plots the cross sections of the power spectra in both the \( q_x \) and \( q_y \) directions, and the contours of the power spectra for \( \nu_1 = -1.0, \nu_2 = 0.1, \kappa_1 = 1.0, \kappa_2 = 0.1, \) and \( \kappa_3 = 1.1 \) at different growth times. Initially the power spectrum is anisotropic without a maximum peak (\( t = 0.1 \)). But for later times a peak gradually forms in the \( q_x \) direction and becomes more and more pronounced (\( t \geq 1.0 \)). This is evidence of the wavelength selection. After a certain growth time (\( t > 10 \)), this peak in the \( q_x \) direction dominates the power spectrum, and the surface begins to form a ripple structure. After a long time the surface forms one-dimensional periodic stripes. Such a ripple structure was observed in systems having Schwoebel diffusion barriers that we believe to possess anisotropy. One such example is the growth of GaAs.9–12

If two orthogonal directions have different barrier heights, Eq. (20) can be written as

\[
\frac{\partial h(r,t)}{\partial t} = \nu_1 \frac{\partial}{\partial x} \frac{\partial h}{\partial x} + \nu_2 \frac{\partial}{\partial y} \frac{\partial h}{\partial y} - \kappa_1 \frac{\partial^4 h}{\partial x^4} - \kappa_2 \frac{\partial^4 h}{\partial y^4} - \kappa_3 \frac{\partial^4 h}{\partial x^2 \partial y^2} + \eta(r,t). \tag{22}
\]

This equation would produce an elliptical mound structure.

**IV. DISCUSSIONS**

From the above discussion we see that a noise induced surface morphology can be described by at least two different anisotropies: correlation length anisotropy and scaling anisotropy. In the correlation length anisotropy the linear dynamic growth equation can be made isotropic by a linear transformation. In this case, the formation of the lateral anisotropic surface can be simply achieved by stretching an isotropic surface in certain directions, affecting different lateral correlation lengths. The scaling properties of the surface would remain the same in all directions. From the point of view of dynamic growth, such a kind of surface is the result of only one dominant anisotropic surface process during growth.

In the case of anisotropic scaling the roughness exponent \( \alpha \) is directional dependent, with or without a correlation length anisotropy. In this case the surface is formed by at least two surface processes, of which at least one is anisotropic. The overall interface width of the surface scales with the growth time as \( t^\beta \), which means that the values of dynamic exponent \( \beta \) in different directions are different. This may lead to a rotation of the anisotropy, which has been observed experimentally.

The step barrier anisotropy can also generate an anisotropic surface. In this case, initially the surface is a random rough surface with or without anisotropy. But with an increase of the growth time, the surface can form ripple structures, and eventually would form periodic stripes. We have shown that these features can be obtained from a simple linearized growth equation including the effect of a step barrier anisotropy.

Quantitative predictions of the scaling properties and growth exponents for the linear growth models are summa-
rized in Table I. For a comparison, we also list in the same table the results predicted by existing nonlinear theories. The highlights of these theories are in the following.

An anisotropic KPZ equation\textsuperscript{7,18} can be written as

\[
\frac{\partial h}{\partial t} = \nu_1 \frac{\partial^2 h}{\partial x^2} + \nu_2 \frac{\partial^2 h}{\partial y^2} + \lambda_1 \left( \frac{\partial h}{\partial x} \right)^2 + \lambda_2 \left( \frac{\partial h}{\partial y} \right)^2 + \eta(x,t),
\]

(23)

As discussed by Wolf, the surface anisotropy is characterized by two correlation lengths $\xi_x$ and $\xi_y$, which have the relationship $\xi_y = \xi_x^\chi$, where $\chi$ is an anisotropic exponent.\textsuperscript{18} Through a renormalization argument, he also demonstrated that in the case $\lambda_1 / \lambda_2 \neq 0$, $\chi = 1$, and $z + \alpha = 2$, where $z = \alpha / \beta$ is a dynamic exponent; if $\lambda_1 / \lambda_2 = 0$, then $\chi 
eq 1$ and $z = 2 - \alpha$. Barabasi, Araujo, and Stanley showed numerically that $\alpha = 0.43, \beta = 0.21$.\textsuperscript{19} However, based on a restricted solid-on-solid (RSOS) model, Jeong, Kahng, and Kim showed that when $\lambda_1 > 0$ and $\lambda_2 < 0$, the anisotropic KPZ equation gives directionally dependent roughness exponents, $\alpha_x = 0.25$ and $\alpha_y = 0.75$ in two orthogonal directions.\textsuperscript{20}

Rost and Krug also investigated the anisotropic KS equation,\textsuperscript{21}

\[
\frac{\partial h}{\partial t} = -\nu_1 \frac{\partial^2 h}{\partial x^2} + \nu_2 \frac{\partial^2 h}{\partial y^2} - \kappa (\nabla \cdot \mathbf{h}) \nabla h + \frac{\lambda_1}{2} \left( \frac{\partial h}{\partial x} \right)^2 + \frac{\lambda_2}{2} \left( \frac{\partial h}{\partial y} \right)^2 + \eta(x,t),
\]

where $\nu_1 > 0, \lambda_1 > 0$. They found that if $\lambda_2 / \lambda_1 > \min(0, \nu_2 / \nu_1)$, the nonlinearity stabilizes the linear instability, leading to a state of bounded spatiotemporal chaos. If $\nu_2 / \nu_1 < 0$ and $\lambda_2 / \lambda_1 > 0$, the growth front initially dominates by ripples running parallel to the $y$ axis, but evolves into an anisotropic cellular chaotic state for long time, and the ripples pinch off. If $\lambda_2 / \lambda_1 < \min(0, \nu_2 / \nu_1)$, the growth front is dominated by domains of connected ripples. The domain size and the ripple amplitude increase as power laws of time.\textsuperscript{21}

Experimentally, although a large body of work has shown the existence of roughness anisotropy in growth fronts, very little quantitative measurement has been reported on the growth parameters listed in Table I. Therefore, at this time, it is difficult to assess the validity of these models for different experimental systems. It is hoped that our work will stimulate more experimental work in the study of anisotropic growth fronts.
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