Capturing Global and Local Dynamics for Human Action Recognition
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Abstract—Human action analysis has achieved great success especially with the recent development of advanced sensors and algorithms that can effectively track the body joints. Temporal motion of body joints carries crucial information about human actions. However, current dynamic models typically assume stationary local transition and therefore are limited to local dynamics. In contrast, we propose a novel human action recognition algorithm that is able to capture both global and local dynamics of joint trajectories by combining a Gaussian-Binary restricted Boltzmann machine (GB-RBM) with a hidden Markov model (HMM). We present a method to use RBM as a generative model for multi-class classification. Experimental results on benchmark datasets demonstrate the capability of the proposed method in exploiting the dynamic information at different levels.

I. INTRODUCTION

Human action is the combination of the movements of body joints over a time interval. Understanding a complex action requires studying not only the spatial configurations among the body joints, but also how they move at different time scales in the time domain. Capturing the movements of the body joints used to be a difficult task, which significantly limited the performance of previous video-based human action recognition, until the recent emergence of low-cost and reliable depth sensors such as Kinect and efficient pose tracking systems [18] that can provide well-estimated joint positions in real time. Joint trajectories present a more explicit representation of the action dynamics. However, these temporal characteristics of human actions have not yet been thoroughly exploited, partially due to the limitations of current models. In this work, we interpret a human action as a set of 3D trajectories of dominant body joints. We comprehensively investigate the underlying temporal dynamics of these trajectories for action recognition.

Modeling the temporal patterns of body joints of a complex human action is generally addressed by extracting bottom-level spatio-temporal features from the image sequences or designing top-level dynamic models such as hidden Markov model (HMM), dynamic Bayesian network (DBN) or conditional random field (CRF). Time-sliced dynamic models generally assume n-th order Markov property and stationary transition. They, hence, can only capture local stationary transitions but cannot represent global moving pattern. Moreover, these assumptions may not hold for many real-world applications. Spatio-temporal features are typically based on local interest points and therefore are also not able to describe the movement pattern throughout the whole action process.

Compared to time-sliced dynamic models, restricted Boltzmann machine (RBM) has been demonstrated to have strong power to capture the joint distribution of the inputs and therefore can be used to model the global patterns when the input is a time sequence of joint positions. To the best of our knowledge, RBM has not yet been applied to analyze the global dynamics of trajectories for action recognition, although it has been widely used in many other applications such as image and document analysis.

To comprehensively model the temporal dynamics of human actions at different levels, we propose a hybrid approach that combines a Gaussian-Binary restricted Boltzmann machine (GB-RBM) to capture the global movement patterns with an HMM to capture the local dynamics. As GB-RBM is a variation of the standard RBM, we use the term RBM in the following sections to represent our model.

The local and global models capture complementary dynamic information at different time scales and are combined through a fusion approach for action classification. A detailed illustration of the framework is given in Figure 1.

The remainder of the paper is organized as follows. Section II presents an overview of the related work. Section III introduces the learning process of RBM for action representation. Section IV demonstrates the fusion method for global and local dynamic models. Experimental results are given in Section V. The paper is concluded in Section VI.

II. RELATED WORK

Human activity recognition has been widely investigated in the past few decades. Depending on the action complexity, human actions are categorized into four different levels: gestures, actions, interactions and group activities [1]. In this work, we focus on action recognition, i.e., a single person’s activities that may be composed of multiple gestures organized temporally, such as ‘waving’, ‘running’, and ‘jumping’. Research in action recognition generally follows two paths: single-layered approaches and hierarchical approaches. Single-layered approaches recognize human actions directly from
sequential images, while hierarchical approaches represent actions with simpler sub-actions.

In single-layered approaches, sequence of images may be considered as 3D volume [16], trajectories [15], or spatio-temporal features. The most widely used spatio-temporal features for visible videos are histogram of gradients (HOG) and histogram of flows (HOF), which capture the local appearance or motion information. Features from depth images and joint trajectories have also been developed recently with the development of inexpensive and reliable depth sensors. For instance, Wang et al. [20] propose an LOP features which are the frequency coefficients of Fourier Transform of local features extracted from the depth images around human joints. Given some specifically designed features, template matching [16], neighborhood-based method [22] and other models are typically used to make predictions.

Hierarchical approaches typically include statistical approaches and description-based approaches. Statistical approaches construct statistical state-based models that are concatenated hierarchically. Conditional random fields [7] and hidden Markov models [12] are common examples of statistical models. These dynamic models, either generative or discriminative, assume stationary transition and hence are only able to capture local temporal interactions between several consecutive frames. Description-based approaches divide human actions into sub-events. Prediction is made by modeling the temporal and spatial relationship of sub-events [6].

Restricted Boltzmann machine and its variants are generally used as a tool for feature learning or data pre-processing yet could also be used for modeling the motion data. For example, Wang et al. [21] uses RBM to get a prior probability for finger trace. Larochelle and Bengio [10] uses RBM to generate features for character recognition. Our work is inspired by the idea of Taylor et al. [19], where a Conditional RBM (CRBM) is proposed to model the temporal transitions between consecutive time slices and generate pseudo movement sequences. Still, CRBM models local dynamics by assuming $n^{th}$ order Markov property. Conditioned on previous slices, it models the information of the current time slice.

Unlike these works, RBM is used as a generative model in this research, which models the high dimensional sequential data and returns the likelihood of the input. Moreover, RBM is combined with an HMM to jointly capture the global and local dynamics of human actions. By utilizing an approach to estimate the relative partition functions of RBMs, we are able to compare between different RBMs, and thus make predictions.

III. MODELING TRAJECTORIES

In this work, we propose to capture the global patterns of human joint trajectories using the restricted Boltzmann machine (RBM). We choose RBM due to its capability to model complex patterns in high dimensional data. One RBM is learned to capture the global moving pattern of one type of action. In this section, we will firstly give a brief introduction of restricted Boltzmann machine. We will then introduce how to use RBM to model a sequence of motion data. An approach to estimate the partition function of RBM is then proposed to perform classification among multiple actions.

A. Restricted Boltzmann Machine

A restricted Boltzmann machine (RBM) is a generative stochastic neural network that can learn a probability distribution over a set of inputs. As shown in Figure 2, all the neurons form a bipartite graph: they have input units, corresponding to data, hidden units that are learned, and each connection in an RBM must connects a visible unit to a hidden unit. In our work, the hidden units are binary and the visible variables are assumed to follow normal distribution.
The energy function \( E(v, h) \) is parameterized in Equation 1. Variable \( a_i \) is the bias, \( \sigma_i \) is the standard deviation of the Gaussian distribution for visible unit \( v_i \). If the data is normalized in each dimension, then \( \sigma_i = 1 \), \( a_i = 0 \). \( b_j \) is the bias of the hidden unit \( h_j \). The joint distribution of the visible and hidden variables is given in Equation 2. With continuous inputs, the partition function \( Z \) can be computed by the integral over all visible nodes and summation over all hidden units.

\[
E(v, h) = \sum_i \left( \frac{(v_i - a_i)^2}{2\sigma_i^2} - \sum_j v_i w_{ij} h_j \right) - \sum_j b_j h_j, \quad (1)
\]

\[
p(v, h) = \frac{1}{Z} \exp(-E(v, h)). \quad (2)
\]

The probability of an observation can be calculated by marginalizing over the hidden variables, as shown in Equation 3.

\[
p(v) = \frac{1}{Z} \sum_h \exp(-E(v, h)). \quad (3)
\]

Hidden units in the RBM have two states: on and off. Given an input vector \( v \), the binary state \( h_j \) is set on with probability

\[
p(h_j = 1|v) = \sigma(h_j + \sum_i v_i w_{ij}), \quad (4)
\]

where \( \sigma(x) \) is the logistic sigmoid function \( 1/(1 + \exp(-x)) \).

A hidden unit \( h_j \) is connected to all the inputs, so it is activated when there exists some specific pattern in the visible layer through Equation 4. The pattern is captured by the weights connecting each element in \( v \) to \( h_j \). Thus the hidden layer \( h \) represent important patterns of \( v \).

Parameters of RBM include the weights of the connections between the hidden units and visible units as well as their biases. They are usually learned using the Contrastive Divergence (CD) \[3\] method to get an approximate Maximum-Likelihood solution.

**B. Modeling Actions using RBM**

Typically, the input to the RBM is the limited to a single image. As we interpret an action as a combination of the 3D trajectories of human joints, we propose to use RBM to model the whole sequence of an action. The basic idea is to feed the joint positions along the temporal trajectory as the inputs to RBM, as shown in Figure 3, where the \( i^{th} \) visible variable corresponds to the joint positions at time slice \( t \). Given a total of \( N \) actions, \( N \) RBM’s \( \{M_1, M_2, \ldots, M_N\} \) are learned, with each model \( M_i \) learning the temporal dynamics for action \( A_i \).

RBM can be efficiently learned using the contrastive divergence algorithm (CD) \[3\]. However parameter estimation of an RBM still faces one or more of the following challenges. Due to the non-convexity property of RBM, only local optimal solutions can be achieved. Different initializations could end up with different estimated parameters. Moreover, parameters are estimated in a generative manner and therefore it does not necessarily benefit action classification. We propose a model selection approach to simultaneously address all the above issues.

Model selection is performed for every action in turn. Consider selecting a model for the \( i^{th} \) action, we first generate \( K \) candidate RBMs \( \{M_k : k = 1, \ldots, K\} \) from different initializations. These RBM candidates are then evaluated on the training set \( \{V_t^i\} \), with \( V_t^i \) representing the \( i^{th} \) sample of the \( j^{th} \) action. The score of each model \( M \) is defined in Equation 5, where \( E(V_t^i|M) \) corresponds to the energy of \( V_t^i \) on model \( M \). The basic idea is that we hope the selected model can maximally differentiate the samples of the \( i^{th} \) action from other actions in terms of their likelihood. Finally the model that produces the highest score is selected as the model for the \( i^{th} \) action. The procedure is repeated for \( N \) times until all the models are selected.

\[
Score(M) = \frac{\sum_j \exp(-E(V_t^i|M))}{\sum_i \sum_j \exp(-E(V_t^i|M))}. \quad (5)
\]

The difference between using energy function and likelihood function is the partition function. Since we are computing the likelihood based on one single model, the partition function is a constant, which can be omitted in Equation 5.

With the RBM learned for each action, it is infeasible to compare between models, because calculating the likelihood requires calculating the partition functions, which is intractable for RBM with large number of hidden units. Nevertheless, there still exists a method to estimate the relative partition function between different RBM’s. For binary classification, Schmah \[17\] propose a method to discrimatively estimate the difference of log-partition functions of two RBMs.

\[
t_{ij} = \log Z_i - \log Z_j. \quad (6)
\]
We extend this approach to multi-class classification with a label ranking procedure [9] (Section IV).

C. Local Dynamic Model

Local dynamic models capture the local interactions between consecutive frames. In this work we implement hidden Markov model as a local dynamic model.

An HMM is defined by the prior of the hidden states, the transition probabilities and the emission probabilities. The well-known Expectation-Maximization algorithm (EM) [14] can be employed to estimate the parameters. The hidden states in HMM are generalization of the input sequence. For instance, if the inputs are actual joint positions, then the hidden states represent some specific joint positions which are crucial in the sequence. In this way a sequence can be transformed into a sequence of states. To recognize actions, we follow the same procedure as RBM and learn a group of HMM’s, each of which corresponds to one action. Given the query sample, its likelihood for each HMM is calculated using the Forward-Backward procedure.

HMM is treated as a local dynamic model because it assumes stationary transition and Markov property of the states. We only consider the transition between two consecutive frames.

The score of HMM is simply the likelihood of the observation, which is easy to compute using the Forward-Backward algorithm.

IV. FUSION OF GLOBAL AND LOCAL MODELS

In this section, we introduce how we transform unnormalized likelihood of RBM into confidence score, and together with likelihood of HMM for action recognition.

A standard procedure to classify a query sample \( v \) is to compute its likelihood for all the models, and choose the model with the greatest likelihood, as shown in Equation 7.

\[
y = \text{arg max}_i p(v|\mathcal{M}_i),
\]

where \( y \) is the predicted result for instance \( v \).

Let \( p'(v) \) denote the unnormalized likelihood in RBM with \( \log p(v) = \log p'(v) - \log Z \). A confidence score for a sequence is defined as:

\[
F_{i,j}(v) = \frac{1}{1 + \exp(-\alpha (\log p'(v|\mathcal{M}_i) - \log p'(v|\mathcal{M}_j) - t_{ij}))},
\]

(8)

where parameter \( \alpha \) modifies the distribution of the score, in case all the scores are too close to 0 or 1.

The output of such “soft” binary classifier can be interpreted as a confidence value in the classification: the closer the output \( F_{i,j} \) to 1, the stronger the decision of choosing action \( A_i \) is supported. A valued preference relation \( \mathcal{R}_v \) is defined for any query instance \( v \):

\[
\mathcal{R}_v(i,j) = \begin{cases} F_{i,j}(v) & \text{if } i < j \\ 1 - F_{i,j}(v) & \text{if } i > j \end{cases}.
\]

(9)

In our approach, we evaluate the score as sum all the confidence value

\[
S_v(i) = \sum_{j \neq i} \mathcal{R}_v(i,j).
\]

(10)

The global and local temporal information can be integrated at different levels of the learning process. In this paper we propose to combine them in the prediction phase. The score of RBM and HMM models are linearly combined (Equation 11) with a tuned weight \( \omega \), which maximize the recognition accuracy on a validation set, and the label with the highest score is proposed as the final decision.

\[
S(v) = S_{\text{RBM}}(v) + \omega S_{\text{HMM}}(v).
\]

V. EXPERIMENTS

We evaluate our algorithm on three datasets: MSRC-12 Kinect gesture dataset [5], G3D dataset [2], and MSR Action3D dataset [11]. Models that will be compared in the experiments include a global model RBM, a local model HMM, and the combined model. We will also compare our proposed approach with other related works.

A. MSRC-12 Dataset

The Microsoft Research Cambridge-12 Kinect gesture dataset consists of sequences of human movements, represented as body-part locations, and the associated gesture to be recognized by the system. The data set includes 594 sequences and 719,359 frames collected from 30 people performing 12 gestures. The motion files contain tracks of 20 joints estimated using the Kinect Pose Estimation pipeline. The body poses are captured at a sample rate of 30Hz with an accuracy of about two centimeters in joint positions.

To deal with the tracking noise, anisotropic diffusion [13] is employed to smooth the trajectories, correcting noise, yet preserving meaningful changes in motion. Figure 4 illustrates an example of anisotropic diffusion.

As the size of the visible layer of an RBM is fixed, linear interpolation is performed to convert all sequences into the same length (20 frames for each sequence). In this work, we only use the 3D location information of four dominant joints (i.e., two hands and two feet) due to the limited number of samples. However the proposed approach can be applied to model more joints if training data are adequate. The 3D positions of the body joints along all three dimensions (x, y and z) are concatenated as the 240-dimension input vectors for the RBM model. The size of hidden layer is set to be 150 according to the suggestion in Hinton [8].

The dataset is constructed both to measure the performance of recognition systems and evaluate various methods of teaching human subjects how to perform different actions. So it is partitioned along different methods of instruction, such as text-only or text and video. In our work, different instructions are
most of the actions, but also encounters some failures in the actions of Tennis and ThrowBowlingBall. The reason is that when there is occlusion of the body parts, the Kinect tracker may fail occasionally, and gives the inferred results that will affect the accuracy, which is the case of TennisSwingBackhand, Golf and ThrowBowlingBall. Especially in Golf action, only one side of the subject can be seen by the camera, so the position of one leg is inferred using the tracking procedure, which brings in much trouble. Also, the movement range of the action Walk and Jump is relatively small, and may be confused with each other. However, the overall accuracy of our algorithm is acceptable. From Table III, the combined model outperforms the global and local models, as expected.

C. MSR Action3D Dataset

MSR Action3D Dataset is dataset of 20 actions including both depth images and skeleton tracking results. The dataset reasonably cover the various movements of arms, legs, torso and their combinations. Each action is performed by 10 subjects, repeated 2 or 3 times. There are 567 sequences all together. We use the same four joint positions as our features. Following the same cross-subject setting as [11], 5 subjects for each action are selected for testing. For the remaining 5 subjects, 4 are used for training and 1 is used for validation.

This dataset poses many challenges for recognition: there exist small between-class variations (e.g., high arm wave and horizontal arm wave), and some actions involve complex interactions among the body parts, thereby leading to large amount of occlusions (one leg in front of the other or part of body is outside the camera range) which significantly decreases the tracking performance.

Table IV illustrates recognition rate of the the local model (HMM), the global model (RBM), the combined approach as well as the results reported in [11], [20]. From the results we can see that the global model outperforms both local models by about 20%. This demonstrates the importance of global dynamics for discriminating actions, and with the proposed classification approach, RBM can successfully capture the global dynamics for action recognition. Meanwhile, by ignoring only video-based actions are selected to evaluate the performance of the proposed algorithm. The action markers provided with the dataset are used to segment the actions from long sequences.

4-fold cross-subject validation configuration is used in our experiment. Detailed results are shown in Table I, and the confusion matrix is shown in Figure 5. The local dynamic model achieves a recognition accuracy of 85.2%, while the global dynamic model reaches 89.8%. This demonstrates the importance of incorporating global dynamics. Combining global and local dynamic models, the proposed method can achieve an even better recognition accuracy of 93.1%. In particular our method outperforms the state-of-the-art method as reported in Ellis et al. [4]. According to the confusion matrix, our algorithm performs pretty well on most of the actions, and only fails on a small portion of actions such as HadEnough and LiftArms.

B. G3D Dataset

G3D dataset is an action dataset containing a range of gaming actions captured by Microsoft Kinect. The dataset contains 10 subjects performing 20 gaming actions. Synchronized video, depth and skeleton data are available in this dataset. We only use the skeleton information in the experiment.

The action segmentation is manually labeled. The input vectors are extracted following the same procedure in Section V-A. Half of the samples are used as testing data, 5 samples from each action as validation data, and the other samples as training data.

To compare with the baseline method [2], we compute the F1 score for each category of actions. The result is shown in Table II. The proposed method outperforms baseline model for most of the actions, but also encounters some failures in the actions of Tennis and ThrowBowlingBall. The reason is that when there is occlusion of the body parts, the Kinect tracker may fail occasionally, and gives the inferred results that will affect the accuracy, which is the case of TennisSwingBackhand, Golf and ThrowBowlingBall. Especially in Golf action, only one side of the subject can be seen by the camera, so the position of one leg is inferred using the tracking procedure, which brings in much trouble. Also, the movement range of the action Walk and Jump is relatively small, and may be confused with each other. However, the overall accuracy of our algorithm is acceptable. From Table III, the combined model outperforms the global and local models, as expected.
TABLE IV. COMPARISON OF DIFFERENT METHODS ON ACTION3D DATASET

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Markov Model</td>
<td>55.3%</td>
</tr>
<tr>
<td>Li et al. [11]</td>
<td>74.7%</td>
</tr>
<tr>
<td>RBM</td>
<td>79.6%</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>80.2%</td>
</tr>
<tr>
<td>Wang et al. [20]</td>
<td>88.2%</td>
</tr>
</tbody>
</table>

combining the local model and global model, the proposed method can further improve the classification accuracy.

The performance of our method is below the method reported in [20]. Such result is reasonable because our method only uses a subset of the joints, and we do not use any features from the depth images. The feature is much less than other methods that consider both appearance and shape. The proposed method needs more information to classify among similar actions such as draw X, draw tick, and draw circle. The model also cannot handle severely noisy or corrupted data like bend. However, the proposed algorithm performs quite well on the distinctive actions, especially complicated actions which involve both hands and feet, like tennis swing.

VI. CONCLUSION

In this paper we propose a novel approach that captures both local and global dynamical information of the human joint trajectories for action recognition. The contributions of this paper are as follows. First, we introduce the Gaussian-Bernoulli restricted Boltzmann machine to model the motion data and capture the global dynamics of human actions. RBM is used as a generative model for dynamic modeling. A model selection method is introduced to generate discriminative models. We further propose a novel classification approach to apply RBM for action recognition. Second, we combine RBM with hidden Markov model using a fusion procedure to jointly exploit global and local patterns. Finally, experimental results demonstrate the effectiveness of the proposed approach.
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