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Abstract

The Euclidean distance geometry problem, EDG hereafter, aims at constructing the configuration of points given partial information on pairwise inter-point distances. The problem has applications in diverse areas, such as molecular conformation in computational chemistry [1], [2], [3], dimensionality reduction in machine learning [4] and localization in sensor networks [5], [6]. For instance, in the molecular conformation problem, the goal is to determine the structure of protein given partial inter-atomic distances obtained from nuclear magnetic resonance (NMR) spectroscopy experiments. Since the structure of protein determines its physical and chemical properties, the molecular conformation problem is crucial for biological applications such as drug design. In recent works, novel applications of EDG like solving partial differential equations (PDEs) on manifolds represented as incomplete inter-point distance information have been explored in [7].

For the mathematical setup of the problem, consider a set of \( n \) points \( P = [p_1, p_2, \ldots, p_n]^T \in \mathbb{R}^r \). The squared distance between any two points \( p_i \) and \( p_j \) is given by \( d_{i,j} = \| p_i - p_j \|_2^2 = p_i^T p_i + p_j^T p_j - 2 p_i^T p_j \). The Euclidean distance matrix \( D = [d_{i,j}] \) can be written compactly as follows

\[
D = 1 \text{diag}(PP^T)^T + \text{diag}(PP^T)1^T - 2PP^T
\]

where \( 1 \) is a column vector of ones and \( \text{diag}(\cdot) \) is a column vector of diagonal entries of the matrix in consideration. \( X = PP^T \) is the inner product matrix well known as the Gram matrix. If the complete distance information is available, the coordinates can be recovered from the eigendecomposition of the Gram matrix using classical multidimensional scaling (MDS) [8]. It should be noted that this solution is unique up to rigid transformations and translations.

In practice, the distance matrix is incomplete and finding the underlying point coordinates with partial information is in general not possible. One approach proposed in [7] is based on the matrix completion method which we briefly summarize here. Assume that the entries of \( D \) are sampled uniformly at random. By construction, \( X \) is symmetric and positive semidefinite. The solution for \( X \) is unique up to translations. This ambiguity is fixed by considering the constraint that the centroid of the points is located at the origin, \( \sum_{i=1}^n p_i = 0 \), which leads to \( X \cdot 1 = 0 \). Assuming that \( X \) is low-rank, \( r \ll n \), the work in [7] considers the following nuclear norm minimization program to recover \( X \)

\[
\text{minimize} \quad \| X \|_n
\]
\[
\text{subject to} \quad X_{i,j} + X_{j,i} - 2X_{i,j} = D_{i,j} \quad (i, j) \in \Omega
\]
\[
X \cdot 1 = 0; \quad X = X^T; \quad X \succeq 0
\]
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I. Introduction

The Euclidean distance geometry problem, EDG hereafter, aims at constructing the configuration of points given partial information on pairwise inter-point distances. The problem has applications in diverse areas, such as molecular conformation in computational chemistry [1], [2], [3], dimensionality reduction in machine learning [4] and localization in sensor networks [5], [6]. For instance, in the molecular conformation problem, the goal is to determine the structure of protein given partial inter-atomic distances obtained from nuclear magnetic resonance (NMR) spectroscopy experiments. Since the structure of protein determines its physical and chemical properties, the molecular conformation problem is crucial for biological applications such as drug design. In recent works, novel applications of EDG like solving partial differential equations (PDEs) on manifolds represented as incomplete inter-point distance information have been explored in [7].

For the mathematical setup of the problem, consider a set of \( n \) points \( P = [p_1, p_2, \ldots, p_n]^T \in \mathbb{R}^r \). The squared distance between any two points \( p_i \) and \( p_j \) is given by \( d_{i,j} = \| p_i - p_j \|_2^2 = p_i^T p_i + p_j^T p_j - 2 p_i^T p_j \). The Euclidean distance matrix \( D = [d_{i,j}] \) can be written compactly as follows

\[
D = 1 \text{diag}(PP^T)^T + \text{diag}(PP^T)1^T - 2PP^T
\]

where \( 1 \) is a column vector of ones and \( \text{diag}(\cdot) \) is a column vector of diagonal entries of the matrix in consideration. \( X = PP^T \) is the inner product matrix well known as the Gram matrix. If the complete distance information is available, the coordinates can be recovered from the eigendecomposition of the Gram matrix using classical multidimensional scaling (MDS) [8]. It should be noted that this solution is unique up to rigid transformations and translations.

In practice, the distance matrix is incomplete and finding the underlying point coordinates with partial information is in general not possible. One approach proposed in [7] is based on the matrix completion method which we briefly summarize here. Assume that the entries of \( D \) are sampled uniformly at random. By construction, \( X \) is symmetric and positive semidefinite. The solution for \( X \) is unique up to translations. This ambiguity is fixed by considering the constraint that the centroid of the points is located at the origin, \( \sum_{i=1}^n p_i = 0 \), which leads to \( X \cdot 1 = 0 \). Assuming that \( X \) is low-rank, \( r \ll n \), the work in [7] considers the following nuclear norm minimization program to recover \( X \)

\[
\text{minimize} \quad \| X \|_n
\]
\[
\text{subject to} \quad X_{i,j} + X_{j,i} - 2X_{i,j} = D_{i,j} \quad (i, j) \in \Omega
\]
\[
X \cdot 1 = 0; \quad X = X^T; \quad X \succeq 0
\]
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Here \( \|X\|_\alpha \) denotes the nuclear norm and \( \Omega \subset \{(i,j) | i, j = 1, ..., n, i \neq j\} \), \( |\Omega| = m \), denotes the random set that consists of all the sampled indices. One characterization of the Euclidean distance matrix, due to Gower [9], states that \( D \) is an Euclidean distance matrix if and only if \( D = X_{i,j} + X_{j,i} - 2X_{i,j} = D_{i,j} \) for some positive semidefinite matrix \( X \) satisfying \( X \cdot 1 = 0 \). As such, the above nuclear norm minimization can be interpreted as a regularization of the rank with a prior assumption that the true Gram matrix is low rank. An alternative approach based on the matrix completion method is direct completion of the distance matrix \([10],[11],[12]\). Compared to this approach, an advantage of the above minimization program can be seen by comparing the rank of the Gram matrix \( X \) and the distance matrix \( D \). Using (1), the rank of \( D \) is at most \( r+2 \) while the rank of \( X \) is simply \( r \). Using matrix completion theory, it can be surmised that relatively less number of samples are required for the Gram matrix completion. Numerical experiments in [7] confirm this observation. In [13], the authors consider a theoretical analysis of a specific instance of localization problem and propose an algorithm similar to (2). The paper considers a random geometric model and derives interesting results of bound of errors in reconstructing point coordinates. While the localization problem and EDG problem share a common theme, we remark that the EDG problem is different and our analysis adopts the matrix completion framework. The main task of this paper is a theoretical analysis of the above minimization problem. In particular, under appropriate conditions, we will show that the above nuclear norm minimization recovers the underlying inner product matrix.

\[ a) \text{Related Work:} \text{ The EDG problem has been well studied in various contexts. Early works establish mathematical properties of Euclidean distance matrices (EDM) [9] and prove conditions for a symmetric hollow matrix to be EDM [14], [15]. Particularly, the important result due to Schoenberg states that a symmetric hollow matrix \( D \) is EDM if and only if the matrix \( \frac{1}{2}JDJ \) is positive semidefinite.} \]

The above theoretical works is analytic characterization of EDM matrices and the EDM completion problem mostly employing graph theoretic methods. In the numerical side, a variety of algorithms using different optimization techniques have been developed to solve the EDM completion problem \([3],[21],[22],[23],[24],[25],[26]\). The above review is by no means exhaustive and we recommend the interested reader to refer to [27]. This paper adopts the low-rank matrix recovery framework while the well-known matrix completion theory can be applied to reconstruct \( D \) [10], [12], it can not be directly used to analyze (2). In particular, the measurements in (2) are with respect to the Gram matrix while the measurements in the work of [10], [12] are entry wise sampling of the distance matrix. The emphasis in this paper is on theoretical understanding of the nuclear norm minimization formulation for the EDG problem as stated in (2). In particular, the goal is to provide rigorous probabilistic guarantees that give precise estimates for the minimum number of measurements needed for a certain success probability of the recovery algorithm.

\[ b) \text{Main Challenges:} \text{ The random linear constraints in (2) can be equivalently written as a linear map \( L \) acting on \( X \). A first approach to showing uniqueness for the problem (2) is to check if \( L \) satisfies the restricted isometry property (RIP) [12]. However, the RIP does not hold for the completion problem (2). This can be simply verified by choosing any \( (i,j) \notin \Omega \) and construct a matrix \( X \) with \( X_{i,j} = X_{j,i} = X_{i,j} = 1 \) and zero everywhere else. Then, it is clear that \( L(X) = 0 \) implying that the RIP condition does not hold. In general, RIP based analysis is not suitable for deterministic structured measurements. Adopting the framework introduced in [28], the nuclear norm minimization problem in (2) can be written as a matrix completion problem with respect to a basis \( \{w_{\alpha}\} \). It, however, turns out that \( w_{\alpha} \) is not orthogonal. With non-orthogonal basis, the measurements \( \langle w_{\alpha}, X \rangle \) are not compatible with the expansion coefficients of the true Gram matrix. A possible remedy is orthogonalization of the basis, say using the Gram-Schmidt orthogonalization. Unfortunately, the orthogonalization process does not preserve the structure of the basis \( w_{\alpha} \). This has the implication that the modified minimization problem (2) no longer corresponds to the original problem. As such, the lack of orthogonality is critical in this problem. In addition, it is necessary that the solution of (2) is symmetric positive semidefinite satisfying the constraint \( X \cdot 1 = 0 \). On the basis of the above considerations, an alternative approach is considered to show that (2) admits a unique solution. The analysis presented in this paper is not based on RIP but on the dual certificate approach introduced in [10]. Our proof was inspired by the work of David Gross [28] where the author generalizes the matrix completion problem to any orthonormal basis. In the case of the EDG problem, one main challenge is that the sampling operator, an important operator in matrix completion, is no longer self adjoint. This necessitates modifications and alternative proofs to some of the technical statements that appear in [28].} \]

\[ c) \text{Major Contributions:} \text{ In this paper, a dual basis approach is introduced to show that (2) has a unique solution under appropriate sampling conditions. First, the minimization problem in (2) is written as matrix completion problem with respect to a basis \( w_{\alpha} \). Second, by introducing a dual basis \( \{v_{\alpha}\} \) to \( \{w_{\alpha}\} \), one can ensure that the measurements \( \langle X, w_{\alpha} \rangle \) in (2) are compatible with expansion coefficients of the true Gram matrix \( M \). The two main contributions of this paper are as follows.} \]

1) A dual basis approach is introduced to address the EDG problem. Under certain assumptions, we show that the nuclear
norm minimization problem succeeds in recovering the underlying low-rank solution. Precisely, the main result states that if $|\Omega| = m \geq O(nr \log^2 n)$, the nuclear norm minimization program (2) recovers the underlying inner product matrix with very high probability, $1 - n^{-\beta}$ for $\beta > 1$ (see more details in Theorem 1). The minimization problem has an additional positive semi-definite constraint. The proof describes how this constraint is handled.

2) We develop simple and fast algorithms to solve the EDG problem under two instances. The first instance considers the case of exact partial information. The second instance considers the more realistic setup of a noisy partial information. Numerical tests on various data show that the algorithms are accurate and efficient.

The outline of the paper is as follows. In Section II, we introduce a dual basis approach and formulate a well-defined matrix completion problem for the EDG problem. We conclude the section by proposing coherence conditions for the EDG problem and explaining the sampling scheme. In section III, the proof of exact reconstruction is presented. In brief terms, the main parts are summarized as follows. From convex optimization theory, showing uniqueness of the EDG problem is equivalent to showing that there exists a dual certificate, denoted by $Y$, satisfying certain conditions. $Y$ is constructed using the golfing scheme proposed in [28]. Next, we show that these conditions hold with very high probability by employing concentration inequalities. This in turn implies that there is a unique solution with very high probability. In section IV, fast numerical algorithms for the EDG matrix completion problem are proposed. Section V validates the efficiency and effectiveness of the proposed numerical algorithms. Finally, we conclude the work in the last section.

d) Notation: To make our notation consistent in the paper, we summarize notations used in this paper in Table I.

| TABLE I |

<table>
<thead>
<tr>
<th></th>
<th>Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Vector</td>
</tr>
<tr>
<td>$X$</td>
<td>Matrix</td>
</tr>
<tr>
<td>$\mathcal{X}$</td>
<td>Operator</td>
</tr>
<tr>
<td>$X^T$</td>
<td>Transpose</td>
</tr>
<tr>
<td>$\text{Tr}(X)$</td>
<td>Trace</td>
</tr>
<tr>
<td>$(X, Y)$</td>
<td>Trace$(X^TY)$</td>
</tr>
<tr>
<td>1</td>
<td>A vector or matrix of ones</td>
</tr>
<tr>
<td>0</td>
<td>A vector or matrix of zeros</td>
</tr>
<tr>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$\sup_{X \in \Omega}</td>
<td></td>
</tr>
<tr>
<td>$\text{Sgn}(X)$</td>
<td>$U\text{sign}(2V^T)$; here $[U, V, \Sigma] = \text{svd}(X)$</td>
</tr>
<tr>
<td>$\Omega, \mathcal{I}$</td>
<td>Random sampled set, Universal set</td>
</tr>
</tbody>
</table>

II. DUAL BASIS FORMULATION

The aim of this section is to show that the EDG problem (2) can be equivalently stated as a matrix completion problem with respect to a special designed basis. The matrix completion problem is an instance of the low-rank matrix recovery problem where the goal is to recover a low-rank matrix given random partial linear observations. The natural minimization problem for low-rank recovery problem is rank minimization with linear constraints. Unfortunately, this problem is NP hard [12] motivating other solutions. In a series of remarkable theoretical papers [10], [12], [28], [29], [30], it was shown that, under certain conditions, the solutions of the NP hard rank minimization problem can be obtained by solving the convex nuclear norm minimization program which is computationally tractable [31], [32]. Our theoretical analysis is inspired by the work [28] where the author extends the nuclear norm minimization formulation to recovering a low-rank matrix given that a few of its coefficients in a fixed orthonormal basis are known. To write the EDG problem (2) as a matrix completion problem with respect to an appropriate operator basis, let us introduce few notations. We write $\mathcal{I} = \{\alpha = (a_1, a_2) \mid 1 \leq a_1 < a_2 \leq n\}$ and define

$$w_\alpha = e_{a_1, a_1} + e_{a_2, a_2} - e_{a_1, a_2} - e_{a_2, a_1}$$

where $e_{a_1, a_2}$ is a matrix whose entries are all zero except a 1 in the $(a_1, a_2)$-th entry. It is clear that $\{w_\alpha\}$ forms a basis of the linear space $\mathcal{S} = \{X \in \mathbb{R}^{n \times n} \mid X = X^T \& X \cdot 1 = 0\}$ and the number of basis is $L = \frac{n(n+1)}{2}$. For conciseness and ease in later analysis, we further define $\mathcal{S}_+ = \mathcal{S} \cap \{X \in \mathbb{R}^{n \times n} \mid X \geq 0\}$. Therefore, for any given subsample $\Omega$ of $\mathcal{I}$, the EDG problem (2) can be written as the following nuclear norm minimization problem

$$\min_{X \in \mathcal{S}_+} ||X|| \quad \text{subject to} \quad \langle w_\alpha, X \rangle = \langle w_\alpha, M \rangle \quad \forall \alpha \in \Omega$$

where $M$ is the true underlying rank $r$ Gram matrix satisfying $M_{i,i} + M_{j,j} - 2M_{i,j} = D_{i,j} \forall (i,j)$. The EDG problem can now be equivalently interpreted as a matrix completion problem with respect to the basis $w_\alpha$.

By construction, $w_\alpha$ is symmetric and satisfies $w_\alpha \cdot 1 = 0$. The latter condition naturally enforces the constraint $X \cdot 1 = 0$. It is clear that any $X \in \mathcal{S}$ can be expanded in the basis $\{w_\alpha\}$ as $X = \sum_{\beta \leq 1} c_\beta w_\beta$. After minor algebra, $c_\beta = \sum_{\alpha \leq 1} \langle X, w_\alpha \rangle H^{\alpha, \beta}$
where we define $H_{\alpha,\beta} = \langle w_\alpha, w_\beta \rangle$ and $H^{\alpha,\beta} = H_{\alpha,\beta}^{-1}$. Note that, since $\{w_\alpha\}$ is a basis, the inverse $H^{-1}$ is well defined. This results in the following representation of $X$

$$X = \sum_{\beta \in I} \sum_{\alpha \in I} H^{\alpha,\beta} \langle w_\alpha, X \rangle w_\beta$$  \hfill (5)$$

The crux of the dual basis approach is to simply consider (5) and rewrite it as follows

$$X = \sum_{\alpha \in I} \langle X, w_\alpha \rangle v_\alpha$$  \hfill (6)$$

where $v_\alpha = \sum_{\beta} H^{\alpha,\beta} w_\beta$. It can be easily verified that $\{v_\alpha\}$ is a dual basis of $\{w_\alpha\}$ satisfying $\langle v_\alpha, w_\beta \rangle = \delta_{\alpha,\beta}$. Let $W = [w_1, w_2, ..., w_L]$ and $V = [v_1, v_2, ..., v_L]$ denote the matrix of vectorized basis matrices and vectorized dual basis matrices respectively. The following basic relations are useful in later analysis.

$$H = W^T W, \quad H^{-1} = V^T V$$

In the context of the EDG completion problem, the dual basis approach ensures that the expansion coefficients match the measurements while preserving the condition that the matrix in consideration is symmetric with zero row sums. With this, (4) turns into a well-formulated matrix completion problem with respect to the basis $w_\alpha$. An alternative way to rewrite (4) makes use of the sampling operator defined as follows.

$$\mathcal{R}_\Omega : X \in S \rightarrow \frac{L}{m} \sum_{\alpha \in \Omega} \langle X, w_\alpha \rangle v_\alpha$$  \hfill (7)$$

where we assume that $\Omega$ are sampled uniformly at random from $I$ without replacement and $m = |\Omega|$ is the size of $\Omega$. The scaling factor $\frac{L}{m}$ is for ease in later analysis. It can be easily verified that $\frac{m^2}{L^2} \mathcal{R}_\Omega^2 = \frac{m}{L} \mathcal{R}_\Omega$. The adjoint operator of $\mathcal{R}_\Omega, \mathcal{R}_\Omega^*$, can be simply derived and is given by

$$\mathcal{R}_\Omega^* : X \in S \rightarrow \frac{L}{m} \sum_{\alpha \in \Omega} \langle X, v_\alpha \rangle w_\alpha$$  \hfill (8)$$

Using the sampling operator $\mathcal{R}_\Omega$, we can write (4) as follows

$$\text{minimize} \quad \|X\|_1$$

subject to

$$\mathcal{R}_\Omega(X) = \mathcal{R}_\Omega(M)$$  \hfill (9)$$

For the convenience of later analysis, we also use the following alternative representation of (7). Let $x$ denote the vectorized form of $X$. Introduce a sampling matrix $S \in \mathbb{R}^{L \times L}$, a diagonal matrix of 0’s and 1’s with the 1’s located at the indices belonging to $\Omega$. With this, a compact form of the sampling operator is given by

$$\mathcal{R}_\Omega(x) = \frac{L}{m} VSW^T x$$  \hfill (10)$$

Here on, the two forms (7) and (10) will be used interchangeably depending on the context.

a) Coherence: Pathological situations can arise in (9) when $M$ has very few non-zero coefficients. In the context of EDG, in extreme cases, this happens if only the diagonal elements of $D$ are sampled and/or there are many overlapping points. This motivates the notion of coherence first introduced in [10]. Let $M = \sum_{k=1}^r \lambda_k u_k u_k^T$, where the eigenvectors have been chosen to be orthonormal and $\lambda_k \geq 0$ as $M \in S_+$. We write $U = \text{span}\{u_1, ..., u_r\}$ as the column space of $M$, $U^T = \text{span}\{u_{r+1}, ..., u_s\}$ as the orthogonal complement of $U$ and further denote $P_U$ and $P_{U^T}$ as the orthogonal projections onto $U$ and $U^T$, respectively. Define $T = \{UZ^T + ZU^T : Z \in \mathbb{R}^{m \times r}\}$ to be the tangent space of the rank $r$ matrix in $S_+$ at $M$. The orthogonal projection onto $T$ is given by

$$P_T X = P_U X + X P_U - P_U X P_U$$  \hfill (11)$$

It can be readily verified that $P_{T^*} X = X - P_{T^*} X = P_{U^T} X P_U$. The coherence conditions can now be defined as follows.

**Definition 1.** The aforementioned rank $r$ matrix $M \in S_+$ has coherence $\nu$ with respect to basis $\{w_\alpha\}_{\alpha \in I}$ if the following estimates hold

$$\max_{\alpha \in I} \sum_{\beta \in I} \langle P_{T^*} w_\alpha, w_\beta \rangle^2 \leq 2\nu^r \quad \frac{1}{n} \hfill (12)$$

$$\max_{\alpha \in I} \sum_{\beta \in I} \langle P_{T^*} v_\alpha, w_\beta \rangle^2 \leq 4\nu^r \quad \frac{1}{n} \hfill (13)$$

$$\max_{\alpha \in I} \langle w_\alpha, U U^T \rangle^2 \leq 1 \quad \frac{1}{4} \frac{r}{n^2} \hfill (14)$$

where $\{v_\alpha\}_{\alpha \in I}$ is the dual basis of $\{w_\alpha\}_{\alpha \in I}$. 

Remark 1. If \( \{w_\alpha\} \) is an orthonormal basis, it follows trivially that the dual basis \( \{v_\alpha\} \) is also \( \{w_\alpha\} \). For this specific case, the above coherence conditions are equivalent, up to constants, to the coherence conditions in [28]. However, in the most general setting, the coherence conditions (12) and (13) depart from their orthonormal counterparts. This is because these conditions depend on the spectrum of the correlation matrix \( H \). Since the analysis in the sequel makes repeated use of the coherence conditions, the above equations are further simplified to convenient forms as allows. First, using (12) consider a bound on \( ||P_\alpha w_\alpha||_F^2 \). Using Lemma A.2 and Lemma A.4, one obtains
\[
||P_\alpha w_\alpha||_F^2 \leq \max_{\alpha \in 1} \sum_{\beta \in I} \langle P_\alpha w_\alpha, w_\beta \rangle^2 \leq 2\sqrt{r/n} \quad \Rightarrow \quad ||P_\alpha w_\alpha||_F^2 \leq 2\sqrt{r/n}
\]
Using the above inequality and Lemma A.2, one obtains the following bound for \( ||P_\alpha v_\alpha||_F \).
\[
||P_\alpha v_\alpha||_F \leq \sum_{\beta \in I} ||H^{\alpha,\beta} P_\alpha w_\beta||_F = \sum_{\beta \in I} ||H^{\alpha,\beta}|| ||P_\alpha w_\beta||_F \leq 2\sqrt{r/n}
\]
Next, consider a bound on \( \langle v_\alpha, UU^T \rangle^2 \). Using (14) and Lemma A.2, one arrives at the following.
\[
\langle v_\alpha, UU^T \rangle^2 = \sum_{\beta \in I} H^{\alpha,\beta} w_\beta, UU^T \rangle^2 \leq \max_{\beta \in I} \langle w_\beta, UU^T \rangle^2 \left( \sum_{\beta \in I} ||H^{\alpha,\beta}||^2 \right) \leq \frac{vr}{n^2}
\]
All in all, the simplified forms of the coherence conditions are summarized as follows.
\[
\max_{\alpha \in 1} ||P_\alpha w_\alpha||_F^2 \leq 2\sqrt{r/n} \quad (15)
\]
\[
\max_{\alpha \in 1} ||P_\alpha v_\alpha||_F \leq 8\sqrt{r/n} \quad (16)
\]
\[
\max_{\alpha \in 1} \langle v_\alpha, UU^T \rangle^2 \leq \frac{vr}{n^2} \quad (17)
\]
The simplified coherence conditions presented above are the same as the standard coherence assumptions up to constants (see [28], [30]). If the matrix \( M \) has coherence \( \nu \) with respect to the standard basis, comparable bounds could be derived for the above coherence conditions. This is true since the basis \( \{w_\alpha\} \) is not “far” from the standard basis. For a precise statement of this fact, we refer the interested reader to Lemma A.3. The implication of this fact is that an incoherent \( M \) with respect to the standard basis is also incoherent with respect to the EDG basis. Intuitively, the coherence parameter is fundamentally about the concentration of information in the underlying matrix. For a matrix with low coherence(incoherent), each measurement is equally as informative as the other. In contrast, the information is concentrated on few measurements for a coherent matrix.

b) Sampling Model: The sampling scheme is an important element of the matrix completion problem. For the EDG completion problem, it is assumed that the basis vectors are sampled uniformly at random without replacement. Previous works have considered uniform sampling with replacement [28], [30] and Bernoulli sampling [10]. The implication of our choice is that the sampling process avoids duplicate measurements. But the choice also means that the sampling process is no longer independent. This has technical ramifications as we make use of concentration inequalities for i.i.d matrix valued random variables. However, as noted in the classic work of Hoeffding [33] (see section 6), the results derived for the case of the sampling with replacement also hold true for the case of sampling without replacement. An analogous argument for the operator Bernstein inequality for the uniform sampling with replacement is shown in [34].

III. PROOF OF MAIN RESULT

The main goal of this section is to show that the nuclear norm minimization problem (9) admits a unique solution. Thus, the optimization problem provides the desired reconstruction. Under certain conditions, our main result guarantees a unique solution for the above trace minimization problem. More precisely, we have the following theorem.

Theorem 1. Let \( M \in \mathbb{R}^{n \times n} \) be a matrix of rank \( r \) that obeys the coherence conditions (12), (13) and (14) with coherence \( \nu \). Assume \( m \) measurements, \( \{\langle M, w_\alpha \rangle\}_{\alpha \in I} \), are sampled uniformly at random without replacement. For \( \beta > 1 \), if
\[
m \geq nr \log \left( 4L \sqrt{r} \right) \left[ 96 \left( \nu + \frac{1}{nr} \right) \left( \beta \log(n) + \log \left( 4 \log(4L \sqrt{r}) \right) \right) \right]
\]
the solution to (9), equivalently (2) and (4), is unique and equal to \( M \) with probability at least \( 1 - n^{-\beta} \).

The optimization problem in (9) is a convex minimization problem for which the optimality of a feasible solution \( X \) is equivalent to the sufficient KKT conditions. For details, we refer the interested reader to [10] where the authors derive a compact form of these optimality conditions. The over all structure of the proof is as follows. First, we show that if certain deterministic optimality and uniqueness conditions hold, then it certifies that \( M \) is a unique solution to the minimization problem. The remaining part of the proof will focus on showing that these conditions hold with very high probability under
certain conditions. This in turn will imply that $M$ is a unique solution with very high probability for an appropriate choice of $m$.

The proof of Theorem 1 closely follows the approach in [28]. For ease of presentation, the proof is divided into several intermediate results. Readers familiar with matrix completion proof in [28], [30] will recall that one crucial part of the proof is bounding the spectral norm of $\|P_\Omega R_\Omega R_\Omega^* P_\Omega - P_\Omega\|$. The interpretation of this bound is that the operator $P_\Omega R_\Omega R_\Omega^* P_\Omega$ is almost isometric to $P_\Omega$. In the case of our problem, $R_\Omega$ is no longer self adjoint and the equivalent statement is a bound on $\|\langle (P_\Omega R_\Omega^* R_\Omega^* P_\Omega - P_\Omega)\rangle\|$. Unfortunately, the term $\|\langle (P_\Omega R_\Omega^* R_\Omega^* P_\Omega - P_\Omega)\rangle\|$ is not amenable to simpler analysis as standard concentration inequalities result in suboptimal success rates. The idea is first to consider $\{\mathcal{X}, P_\Omega R_\Omega R_\Omega^* P_\Omega \}$ for an appropriate $\mathcal{X}$ and relate it to a bound on $\|\langle (P_\Omega R_\Omega^* R_\Omega^* P_\Omega - P_\Omega)\rangle\|$. Note that the latter bound is in terms of the Frobenius norm and not the spectral norm. The implication is that, for problem (9), an isometry claim about the operators $P_\Omega R_\Omega R_\Omega^* P_\Omega$ and $P_\Omega$ can not be made directly. Instead, the interpretation is that the operator $(P_\Omega R_\Omega R_\Omega^* P_\Omega - P_\Omega)$ preserves the norm of a suitable $\mathcal{X}$. This difference necessitates alternative techniques at different points in the proof and will be detailed in what follows. In [29], for the standard matrix completion problem, with measurement basis $e_{ij}$, it was argued theoretically that a lower bound for $m$ is $O(nr \log n)$. Theorem 1 requires on the order of $nr(1 + \beta) \log^2 n$ measurements which is $\log(n)$ multiplicative factor away from this sharp lower bound. We remark that, despite the aforementioned technical challenges, our result is of the same order as the result in [28], [30] which consider the low rank recovery problem with any orthogonal basis and the matrix completion problem respectively. We start the proof by stating and proving Theorem 2 which rigorously shows that if appropriate conditions as discussed earlier hold, then $M$ is a unique solution to (9).

**Theorem 2.** Given $X \in S_{+}$, define $\Delta$ as the deviation from the underlying low-rank matrix $M$, $\Delta = X - M$. Let $\Delta_\Omega$ and $\Delta_{\Omega^+}$ be the orthogonal projection of $\Delta$ to $\Omega$ and $\Omega^\perp$ respectively. For any given $\Omega$ with $|\Omega| = m$, the following two statements hold.

(a) If $\|P_\Omega R_\Omega^* P_\Omega X - P_\Omega X\|_{F} \leq \frac{\sqrt{2}}{m} \|X\|_{F}$ for $X \in S$ and $\|\Delta_{\Omega^+}\|_{F} \geq \left(\frac{4}{m}n\|\Delta_{\Omega^+}\|_{F}^{2}\right)^{2}$, then $R_\Omega \Delta \neq 0$.

(b) If there exists a $Y \in \text{range} R_{\Omega}$ satisfying,

$$
\|P_\Omega Y - \text{Sgn} M\|_{F} \leq \frac{1}{2L} \quad \text{and} \quad \|P_\Omega Y\|_{F} \leq \frac{1}{2}
$$

and $\|\Delta_{\Omega^+}\|_{F}^{2} < \left(\frac{4}{m}n\|\Delta_{\Omega^+}\|_{F}^{2}\right)^{2}$ for $\Delta \in \text{ker} R_{\Omega}$, then \|X\|_{F} = \|M + \Delta\|_{F} \geq \|M\|_{F}$.

To interpret the above theorem, note that Theorem 2(a) states that any deviation from $M$ fails to be in the null space of the sampling operator for “large” $\Delta_{\Omega}$. For “small” $\Delta_{\Omega}$, Theorem 2(b) claims that any deviation from $M$ increases the trace thereby violating the minimization condition. We would like to emphasize that this is a deterministic theorem which does not depend on the random sampling of $\Omega$ as long as the conditions in the statement are satisfied. In fact, we will later show that these conditions will hold with very high probability under certain sampling conditions and an appropriate choice of $m = |\Omega|$.

**A. Proof of Theorem 2**

**Proof of Theorem 2(a).** Suppose $\|\Delta_{\Omega^+}\|_{F}^{2} \geq \left(\frac{4}{m}n\|\Delta_{\Omega^+}\|_{F}^{2}\right)^{2}$. To prove $R_\Omega \Delta \neq 0$, it suffices to show $\|R_\Omega \Delta\|_{F} > 0$. Note that $\|R_\Omega \Delta\|_{F} = \|R_\Omega \Delta_{\Omega} + R_\Omega \Delta_{\Omega^+}\|_{F} \geq \|R_\Omega \Delta_{\Omega} - R_\Omega \Delta_{\Omega^+}\|_{F}$. This motivates finding a lower bound for $\|R_\Omega \Delta_{\Omega^+}\|_{F}$ and an upper bound for $\|R_\Omega \Delta_{\Omega}\|_{F}$.

For any $X$, using the representation of $R_{\Omega}$ in (10), $\|R_{\Omega} X\|_{F}^{2}$ can be bounded as follows

$$
\|R_{\Omega} X\|_{F}^{2} = \frac{L^{2}}{m^{2}}\|V SW^{T} x\|_{F}^{2} = \frac{L^{2}}{m^{2}} x^{T} W S V^{T} V S W^{T} V x = \frac{L^{2}}{m^{2}} x^{T} W S H^{-1} S W^{T} x
$$

noting that $V^{T} V = H^{-1}$. Using the min-max theorem in the above equation, one obtains

$$
\|R_{\Omega} X\|_{F}^{2} \leq \frac{L^{2}}{m^{2}} \lambda_{\max}(H^{-1}) \sum_{\alpha} \langle X, w_{\alpha} \rangle^{2} \leq \frac{L^{2}}{m^{2}} \lambda_{\max}(H^{-1}) \sum_{\alpha} \langle X, w_{\alpha} \rangle^{2}
$$

Using Lemma A.2 and Lemma A.4 and setting $X = \Delta_{\Omega^+}$ in the above inequality results

$$
\|\Delta_{\Omega^+}\|_{F}^{2} \geq \frac{2L^{2}}{m^{2}} n \|\Delta_{\Omega^+}\|_{F}^{2}
$$

(19)

Next, the lower bound for $\|R_{\Omega} \Delta_{\Omega}\|_{F}$ is considered. Proceeding analogously as above,

$$
\|R_{\Omega} \Delta_{\Omega}\|_{F}^{2} \geq \frac{L^{2}}{2m^{2} n} \sum_{\alpha} \langle \Delta_{\Omega}, w_{\alpha} \rangle^{2}
$$

(20)

having used the fact that $\lambda_{\min}(V^{T} V) = \lambda_{\min}(H^{-1}) = \frac{1}{m^{2}}$ (see Lemma A.2). The term $\sum_{\alpha} \langle \Delta_{\Omega}, w_{\alpha} \rangle^{2}$ is not amenable to simpler analysis. In fact, a mere application of the standard concentration inequalities result an undesirable probability of failure that increases with $n$. Note that $\|R_{\Omega} \Delta_{\Omega}\|_{F}^{2} = \langle \Delta_{\Omega}, P_\Omega R_\Omega^* R_\Omega P_\Omega \Delta_{\Omega} - P_\Omega \Delta_{\Omega}\rangle + \|P_\Omega \Delta_{\Omega}\|_{F}^{2}$. A lower bound for $\|R_{\Omega} \Delta_{\Omega}\|_{F}^{2}$
motivates an upper bound of $||P_T R^*_R R_\Omega P_T \Delta_T - P_T||$. This bound can be achieved, albeit long calculations, but it relies on the special structure of $w_\alpha$. To make the technical analysis simple and more general, in the alternative approach to be shown shortly, the insight is to relate $\sum_{\alpha \in \Omega} \langle \Delta_T, w_\alpha \rangle^2$ to upper bounding the Frobenius norm of $P_T R^*_R R_\Omega P_T \Delta_T$. We first observe the following inequality. For any $X$,

$$
\left( \sum_{\alpha \in \Omega} \langle X, w_\alpha \rangle \langle X, v_\alpha \rangle \right)^2 \leq \sum_{\alpha \in \Omega} \langle X, w_\alpha \rangle^2 \sum_{\alpha \in \Omega} \langle X, v_\alpha \rangle^2 \leq \|X\|_F^2 \sum_{\alpha \in \Omega} \langle X, w_\alpha \rangle^2
$$

where the bound on the last step follows from Lemma A.4. Substituting $X = \Delta_T$ in the above inequality and using (20), we have

$$
||R_\Omega \Delta_T||_F^2 \geq \frac{L^2}{2m^2 n \|\Delta_T\|_F^2} \left( \sum_{\alpha \in \Omega} \langle \Delta_T, w_\alpha \rangle \langle \Delta_T, v_\alpha \rangle \right)^2
$$

$$
= \frac{L^2}{2m^2 n \|\Delta_T\|_F^2} \langle \Delta_T, \sum_{\alpha \in \Omega} \langle \Delta_T, v_\alpha \rangle w_\alpha \rangle^2 = \frac{1}{2n \|\Delta_T\|_F^2} \langle \Delta_T, R^*_R R_\Omega \Delta_T \rangle^2
$$

Noting that $\langle \Delta_T, R^*_R R_\Omega \Delta_T \rangle = \langle \Delta_T, P_T R^*_R R_\Omega P_T \Delta_T \rangle$, the connection between $\sum_{\alpha \in \Omega} \langle \Delta_T, w_\alpha \rangle^2$ and $P_T R^*_R R_\Omega P_T \Delta_T$ is established. To lower bound $\langle \Delta_T, P_T R^*_R R_\Omega P_T \Delta_T \rangle$, we proceed as follows

$$
\langle \Delta_T, P_T R^*_R R_\Omega P_T \Delta_T \rangle = \langle P_T \Delta_T, P_T \Delta_T \rangle + \langle P_T \Delta_T, (P_T R^*_R R_\Omega P_T \Delta_T - P_T \Delta_T) \rangle
$$

$$
\geq \|P_T \Delta_T\|_F^2 - \|P_T \Delta_T\|_F \|P_T R^*_R R_\Omega P_T \Delta_T - P_T \Delta_T\|_F
$$

With this,

$$
||R_\Omega \Delta_T||_F^2 \geq \frac{1}{2n \|\Delta_T\|_F^2} \left( \|P_T \Delta_T\|_F^2 - \|P_T \Delta_T\|_F \|P_T R^*_R R_\Omega P_T \Delta_T - P_T \Delta_T\|_F \right)^2
$$

(21)

Using the assumption $\|P_T R^*_R R_\Omega P_T \Delta_T - P_T \Delta_T\|_F < \frac{1}{2} \|\Delta_T\|_F$, noting that $\Delta_T \in S$, the inequality (21) reduces to

$$
||R_\Omega \Delta_T||_F^2 \geq \frac{1}{8n} \|\Delta_T\|_F^2
$$

(22)

Combining (19) and (22), we have

$$
||R_\Omega \Delta_T||_F \geq \sqrt{\frac{1}{8n} \|\Delta_T\|_F - \frac{L}{m} \sqrt{2n} \|\Delta_T\|_F} \geq \sqrt{\frac{1}{8n} \left( \frac{4L}{m} \right) \|\Delta_T\|_F - \frac{L}{m} \sqrt{2n} \|\Delta_T\|_F} = 0
$$

where the last inequality follows from the theorem’s assumption. This concludes proof of Theorem 2(a).

Proof of Theorem 2(b). Consider a feasible solution $X = M + \Delta \in S$, satisfying $\|\Delta\|_F < \frac{4L}{m} \|\Delta_T\|_F$ and $\Delta \in \ker R_\Omega$. Since we require $m > 4n, \|\Delta_T\|_F < \frac{4L}{m} \|\Delta_T\|_F$. We need to show that $\text{Tr}(X) = \text{Tr}(M + \Delta) > \text{Tr}(M)$ which implies that trace minimization is violated. The proof of this requires the construction of a dual certificate $Y$ satisfying certain conditions. The proof is similar to the proof in section 2E of [28] but it is shown below for completeness and ease of reference in later analysis. Since the feasible solution $X = M + \Delta$ is positive semidefinite, $\text{Tr}(M + \Delta) = \|M + \Delta\|_*$. Using the pinching inequality [35], $\|M + \Delta\|_* \geq \|P_U (M + \Delta) P_U\|_* + \|P_{U^\perp} (M + \Delta) P_{U^\perp}\|_*$. Noting that $P_U M P_U = M, P_{U^\perp} M P_{U^\perp} = 0$ and $P_{U^\perp} \Delta P_{U^\perp} = \Delta_T$, the above inequality reduces to

$$
\|M + \Delta\|_* \geq \|M + P_U \Delta P_U\|_* + \|\Delta_T\|_F
$$

(23)

Note that $\|\Delta_T\|_F = \langle \text{Sgn} \Delta_T, \Delta_T \rangle$. The first term on right hand side can be lower bounded using the fact that the nuclear norm and the spectral norm are dual to one another. Stated precisely, $\|X_1\|_* = \sup_{\|X\|_F = 1} \langle X_1, X \rangle$ for any $X_1$. Using this inequality with $X_1 = \text{Sgn} M$ and $X_2 = M + P_U \Delta P_U$ in (23) results

$$
\|M + P_U \Delta P_U\|_* + \|\Delta_T\|_F \geq \langle \text{Sgn} M, M + P_U \Delta P_U \rangle + \langle \text{Sgn} \Delta_T, \Delta_T \rangle
$$

$$
= \|M\|_* + \langle \text{Sgn} M, P_U \Delta P_U \rangle + \langle \text{Sgn} \Delta_T, \Delta_T \rangle
$$

To simplify the above inequality, note that $\langle \text{Sgn} M, P_U \Delta_T P_U \rangle = \langle \text{Sgn} M, \Delta_T \rangle$. The previous inequality now can be written as

$$
\|M + P_U \Delta P_U\|_* + \|\Delta_T\|_F \geq \|M\|_* + \langle \text{Sgn} M, \Delta_T \rangle + \langle \text{Sgn} \Delta_T, \Delta_T \rangle
$$

(24)
Using (23) and (24), it can be concluded that \( \text{Tr}(M + \Delta) > \|M\| \), if it can be shown that \( \langle \text{Sgn } M, \Delta \rangle + \langle \text{Sgn } \Delta_T, \Delta_T \rangle > 0 \). Since \( \langle Y, \Delta \rangle = 0 \) for any \( Y \in \text{range } R_{\Omega}^T \), we have

\[
\langle \text{Sgn } M, \Delta_T \rangle + \langle \text{Sgn } \Delta_T, \Delta_T \rangle = \langle \text{Sgn } M - P_T Y - \Delta_T, \Delta_T \rangle + \langle \text{Sgn } \Delta_T, \Delta_T \rangle - \langle P_T Y, \Delta_T \rangle
\]

Assuming the conditions in the statement of the theorem and considering the last equation, we have

\[
\langle \text{Sgn } M, \Delta_T \rangle + \langle \text{Sgn } \Delta_T, \Delta_T \rangle \geq -\frac{1}{4L} \|\Delta_T\|_F + \|\Delta_T\|_* - \frac{1}{2} \|\Delta_T\|_*
\]

\[
\geq -\frac{1}{4L} \|\Delta_T\|_F + \frac{1}{2} \|\Delta_T\|_F > -\frac{1}{4L} (L\|\Delta_T\|_F) + \frac{1}{2} \|\Delta_T\|_F = \frac{1}{4} \|\Delta_T\|_F
\]

Above, the first inequality follows from the duality of the spectral norm and the nuclear norm. It has been shown that \( \langle \text{Sgn } M, \Delta_T \rangle + \langle \text{Sgn } \Delta_T, \Delta_T \rangle > 0 \) under the assumptions of Theorem 2(b). Using (23) and (24), it follows that \( \|M + \Delta\| > \|M\| \), concluding the proof of Theorem 2(b).

Consequently, if the deterministic conditions in Theorem 2 hold, \( M \) is a unique solution to (9). We formally write it as the a corollary which can help us to prove the probabilistic statement in Theorem 1.

**Corollary 1. If Theorem 2 holds, \( M \) is a unique solution to (9).**

**Proof.** For any \( X \in \mathbb{S}_+ \), define \( \Delta = M - X \). Using Theorem 2(a), \( R_{\Omega} \Delta \neq 0 \) if \( \|\Delta\|_F^2 \geq \left( \frac{4\nu}{m} \|\Delta_T\|_F \right)^2 \). Then it suffices to consider the case \( \|\Delta_T\|_F^2 < \left( \frac{4\nu}{m} \|\Delta_T\|_F \right)^2 \) for \( \Delta \in \ker R_{\Omega} \). For this case, the proof of Theorem 2(b) shows that \( \|X\|_* > \|M\|_* \). It can then be concluded that \( M \) is the unique solution to (9). \( \square \)

**B. Proof of Theorem 1**

It follows that certifying that the two conditions in Theorem 2 hold implies a unique solution to (9). Hence, the main task in the proof is to show that, under the assumptions of Theorem 1, these two conditions hold with very high probability. If this can be achieved, it implies that the conclusion of Theorem 1 holds true with the same high probability. The first condition in Theorem 2 is that \( \|P_T R_{\Omega}^T P_T X - P_T X\|_F < \frac{1}{2} \|X\|_F \) for \( X \in \mathbb{S} \). This can be established from the following Lemma 1 which bounds \( \|P_T R_{\Omega}^T P_T X - P_T X\|_F \). This lemma uses the vector Bernstein inequality in [28]. An easier but slightly weaker version is restated below for convenience of reference.

**Theorem 3** (Vector Bernstein Inequality). Let \( x_1, \ldots, x_m \) be independent zero-mean vector valued random variables. Assume that \( \max_i \|x_i\| \leq R \) and let \( \sum_i E[\|x_i\|_2^2] \leq \sigma^2 \). For any \( t \leq \frac{\sqrt{2}}{R} \),

\[
\Pr \left[ \left\| \sum_{i=1}^m x_i \right\|_2 \geq t \right] \leq \exp \left( -\frac{t^2}{8\sigma^2} + \frac{1}{4} \right)
\]

**Lemma 1. For any matrix \( X \in \mathbb{S} \), the following estimate holds**

\[
\Pr \left( \|P_T R_{\Omega}^T P_T X - P_T X\|_F \geq t \|X\|_F \right) \leq \exp \left( -\frac{t^2 k}{16 \left( \nu + \frac{1}{m} \right)} + \frac{1}{4} \right)
\]

for all \( t \leq 2 \) with \( \kappa = \frac{m}{nr} \).

**Proof.** It is clear that \( P_T X \in \mathbb{S} \) from the definition of \( P_T \). Thus, we can expand \( P_T R_{\Omega}^T P_T X \) as follows

\[
P_T R_{\Omega}^T P_T X = \frac{L}{m} \sum_{\alpha \in \Omega} \langle P_T X, v_\alpha \rangle P_T (w_\alpha)
\]

(26)

With this, \( P_T R_{\Omega}^T P_T X - P_T X \) can be written as follows

\[
P_T R_{\Omega}^T P_T X - P_T X = \sum_{\alpha \in \Omega} \left| \frac{L}{m} \langle P_T X, v_\alpha \rangle P_T (w_\alpha) - \frac{1}{m} P_T X \right|
\]

(27)
Let $X_α = \frac{1}{m}(P_α X, v_α)P_α(w_α)$. Noting that $E[\frac{1}{m}(P_α X, v_α)P_α(w_α)] = \frac{1}{m} P_α X$, let $Y_α = X_α - E[Y_α]$ denote the summand. It is clear that $E[Y_α] = 0$ by construction. The vector Bernstein inequality requires a suitable bound for $||Y_α||_F$ which is in the Bernstein inequality in this case is

\[ \exp \left( \nu \frac{1}{m} \right) \]

Without loss of generality, assume $||X||_F = 1$. The first step is to bound $||Y_α||_F$.

\[ ||Y_α||_F^2 = \left( \frac{L}{m} (P_α X, v_α) \right)^2 \leq \left( \frac{L}{m} (P_α X, v_α) \right)^2 + \left( \frac{1}{m} P_α X \right)^2 \]

\[ < \frac{n^2}{2m} \max_{α} ||P_α(w_α)||_F \max_{α} ||P_α(v_α)||_F + \frac{1}{m} \]

\[ \leq \frac{1}{2(nv + 1)} \]  \hspace{1cm} (29)

Above, the last inequality follows from the coherence estimates (15) and (16). Therefore, the constant $R$ in the Bernstein inequality in our case is $R = \frac{1}{m}(2nv + 1)$. Using the parallelogram identity and monotonicity of expectation, $E[||Y_α||_F^2] \leq 2E[||X_α||_F^2] + 2E[||X||_F^2]$. With this, $E[||Y_α||_F^2]$ can be upper bounded as follows

\[ E[||Y_α||_F^2] \leq \frac{2L^2}{m^2} E[(P_α X, v_α)^2 ||P_α(w_α)||_F^2 + \frac{2}{m^2} ||P_α X||_F^2 \]

\[ \leq \frac{2L^2}{m^2} \max_{α} ||P_α(w_α)||_F^2 \sum_{α} (P_α X, v_α)^2 + \frac{2}{m^2} \]

\[ \leq \frac{n^2}{2m} \frac{2v}{n} + \frac{2}{m^2} \leq \frac{2}{m^2} (1 + nvr) \]

Above, the third inequality follows from the coherence estimates, (15) and (16), and Lemma A.4. Therefore, the constant $\sigma^2$ in the Bernstein inequality in this case is $\sigma^2 = \frac{m^2}{n^2} (1 + nv) = \frac{1}{2} (1 + nvr)$. Finally, apply the vector Bernstein inequality with $R = \frac{1}{m}(2nv + 1)$ and $\sigma^2 = \frac{m}{n^2} (1 + nvr)$. For $t \leq \frac{1}{2} m$, we have

\[ \Pr \left( \|P_α R_κ α P_α X - P_α X\|_F \geq t \right) \leq \exp \left( -\frac{t^2}{16 (v + \frac{1}{2})} + \frac{1}{4} \right) \]  \hspace{1cm} (30)

where $κ = \frac{m}{n^2}$. This concludes the proof of Lemma 1.

Under the assumptions of Theorem 1 and using Lemma 1, $\|P_α R_κ α P_α X - P_α X\|_F < \frac{1}{2} \|X\|_F$ holds with probability $1 - p_1$ where the probability of failure is $p_1 = \exp \left( -\frac{t^2}{16 (v + \frac{1}{2})} + \frac{1}{4} \right)$ with $κ = \frac{m}{n^2}$.

The proof of the second condition in Theorem 2 is more technically involved and requires the construction of $Y$ satisfying the conditions in (18). The construction follows the ingenious golfing scheme introduced in [28]. Partition the basis elements in $Ω$ into $l$ batches with the $i$-th batch $Ω_κ$ containing $m_i$ elements and $\sum_{i=1}^{l} m_i = m$. The restriction operator for a batch $Ω_κ$ is defined as $R_κ = \frac{L}{m_i} \sum_{α∈Ω_κ} \langle X, w_α \rangle v_α$. Then $Y$ is constructed using the following inductive scheme

\[ Q_0 = \text{sgn } M, \quad Y_i = \sum_{j=1}^{i} R_κ X_{j-1}, \quad Q_i = \text{sgn } M - P_α Y_i \]  \hspace{1cm} (31)

Lemma 2. $Y_i$ obtained from the golfing scheme (31) satisfies the conditions in (18) with failure probability which is at most

\[ p = \sum_{i=1}^{l} p_2(i) + \sum_{j=1}^{l} p_2(j) + \sum_{k=1}^{l} p_4(k) \text{ where } p_2(i) = \exp \left( -\frac{64}{32768} \left( \frac{k_i}{m_i} + \frac{1}{4} \right) \right), \quad p_2(j) = \exp \left( -\frac{64}{32768} \left( \frac{k_i}{m_i} + \frac{1}{4} \right) \right), \quad p_4(k) = \exp \left( -\frac{64}{32768} \left( \frac{k_i}{m_i} + \frac{1}{4} \right) \right) \]

\[ k_i = \frac{m_i}{n^2}. \]

Proof. Note that $\text{sgn } M$ is symmetric. It is easy to verify that $Q_i$ is symmetric as $Y_i$ and $P_α Y_i$ are symmetric. In addition, using Lemma A.1, $Q_i$ is in $T$ since $\text{sgn } M ∈ T$. To show that the first condition in (18) holds, we derive a recursive formula for $Q_i$ as follows.

\[ Q_i = \text{sgn } M - P_α \left( \sum_{j=1}^{i} R_κ X_{j-1} \right) = \text{sgn } M - P_α \left( \sum_{j=1}^{i-1} R_κ X_{j-1} + R_κ Q_{i-1} \right) \]

\[ = \text{sgn } M - P_α \left( \sum_{j=1}^{i-1} R_κ X_{j-1} - P_α R_κ Q_{j-1} \right) = \text{sgn } M - P_α Y_{i-1} - P_α R_κ Q_{i-1} \]

\[ = Q_{i-1} - P_α R_κ Q_{i-1} = (P_α - P_α R_κ P_α) Q_{i-1} \]  \hspace{1cm} (32)
Observe that the first condition in (18) is equivalent to a bound on $\|Q_i\|_F$. Using the bound $\|(P_{T_i} - P_{T_j} R_j) Q_{j-1}\|_F < t_{j,i} \|Q_{j-1}\|_F$ with failure probability $p_2(i)$ obtained from Lemma 1 and setting $t_{j,i} = 1/2$, $p_2(i) = \exp \left( \frac{-\kappa_i}{64 (v + \frac{1}{n})} + \frac{1}{4} \right)$ with $\kappa_i = \frac{m_i}{nr}$, we have the following bound of $\|Q_i\|_F$ using the above recursive formula:

$$\|Q_i\|_F < \left( \prod_{k=1}^{j} t_{j,k} \right) \|Q_0\|_F = 2^{-i} \sqrt{r}$$

(33)

To satisfy the first condition in (18), set $l = \log_2(4L \sqrt{r})$. Using the union bound on the failure probabilities $p_2(i)$, we have $\|Q_i\|_F \leq \sqrt{r} 2^{-i} = \frac{1}{4L}$ holds true with failure probability which is at most $\sum_{i=1}^{l} p_2(i)$. The first condition in (18) now holds true with the same failure probability.

To complete the proof, it remains to show that $Y$ satisfies the second condition in (18). The condition is equivalent to controlling the operator norm of $P_{T_i} Y_i$. First, it is clear that $\|P_{T_i} Y_i\| = \|(P_{T_i} \sum_{j=1}^{i} R_j) Q_{j-1}\| = \|\sum_{j=1}^{i} P_{T_i} R_j Q_{j-1}\| \leq \sum_{j=1}^{i} \|P_{T_i} R_j Q_{j-1}\|$. This motivates bounding the operator norm of $\|P_{T_i} R_j Q_{j-1}\|$ which will be the focus of Lemma 3 below. Before proving the Lemma, we start by addressing an assumption the Lemma entails on the size of $\eta(Q_i)$ defined as $\eta(Q_i) = \max_j |\langle Q_i, v_j \rangle|$. Specifically, at the $i$th stage of the golfing scheme, the assumption is that $\eta(Q_i) \leq \frac{1}{\sqrt{n}} 2^{-2i} r$. To enforce this, let $\eta(Q_i) < t_{j,i}$ with probability $1 - p_3(i)$. Set $t_{j,i} = \frac{1}{2} \eta(Q_{j-1})$ to obtain

$$\eta(Q_i)^2 \leq \frac{1}{2} \eta(Q_{j-1})^2 = 2^{-2i} \eta(Q_{j-1})^2 \leq \frac{\nu F}{n^2} (2^{-2i}) = \frac{\nu F}{n^2} (2^{-2i} r)$$

Above, the second inequality applies the inequality $\eta(Q_i) \leq \frac{1}{2} \eta(Q_{j-1})$ repeatedly and the last inequality follows from the coherence condition in (17). Using (33), at the $i$th stage of the golfing scheme, it can be observed that the above equation precisely enforces the condition that $\eta(Q_i)^2 \leq \frac{\nu F}{n^2} 2^{-2i} r$. Using Lemma A.6, the failure probability $p_3(i)$ is given by

$$p_3(i) = n^2 \exp \left( -\frac{3\kappa_i}{64\nu} \right) \quad \forall i \in [1, l]$$

This concludes the analysis on the assumption of the size of $\eta(Q_i)$ which will be used freely in the proof of Lemma 3. Using the bound $\|P_{T_i} R_j Q_{j-1}\| < t_{j,i} \|Q_{j-1}\|_2$ with failure probability $p_3(j)$ obtained from Lemma 3 and setting $t_{j,i} = \frac{1}{4 \sqrt{r}}$, $p_3(j) = 2n \exp \left( -\frac{3\kappa_i}{128\nu r} \right)$ with $\kappa = \frac{m_i}{nr}$, it follows that

$$\|P_{T_i} Y_i\| \leq \sum_{k=1}^{i} \|P_{T_k} R_k Q_{k-1}\| < \sum_{k=1}^{i} t_{j,k} \|Q_{k-1}\|_2 = \frac{1}{4 \sqrt{r}} \sum_{k=1}^{i} \|Q_{k-1}\|_2 < \frac{1}{4 \sqrt{r}} \sum_{k=1}^{i} \sqrt{2^{-2(k-1)}} < \frac{1}{2}$$

where the second to the last inequality uses (33) to bound $\|Q_{k-1}\|_2$. Using the union bound of failure probabilities, $\|P_{T_i} Y_i\| \leq \frac{1}{2}$ holds true with failure probability which is at most $\sum_{j=1}^{l} \left( p_3(j) + p_3(i) \right)$. The second condition in (18) now holds with this failure probability. This completes the proof of Lemma 2.

The proof of Lemma 3 uses the Bernstein inequality. A simplified version of the inequality was derived in [36]. Our analysis uses this simpler version and is restated below for ease of reference.

**Theorem 4 (Bernstein inequality).** Consider a finite sequence $\{X_i\}$ of independent, random, self-adjoint matrices with dimension $n$. Assume that

$$E[X_i] = 0 \quad \text{and} \quad \lambda_{\text{max}}(X_i) \leq R \quad \text{almost surely.}$$

Compute the norm of the total variance,

$$\sigma^2 = \left\| \sum_i E(X_i^2) \right\|$$

For all $t \geq 0$,

$$\Pr \left[ \left\| \sum_i X_i \right\| > t \right] \leq \begin{cases} n \exp \left( -\frac{3t^2}{8R^2} \right) & t \leq \frac{\sigma^2}{R} \\ n \exp \left( -\frac{3t^2}{8R} \right) & t \geq \frac{\sigma^2}{R} \end{cases}$$

(34)

Now we are ready to estimate $\|P_{T_i} R_j G\|$ formally described in the following lemma.

**Lemma 3.** For $G \in T$,

$$\Pr(\|P_{T_i} R_j G\| \geq t \|G\|_F) \leq 2n \exp \left( -\frac{3t^2 \kappa_j r}{8\nu} \right)$$
for all $t \leq \frac{1}{\sqrt{r}}$ with $\kappa_j = \frac{m_j}{m \sqrt{m}}$.

Proof of Lemma 3. Without loss of generality, we assume $\|G\|_F^2 = 1$. We expand $P_{\tau^*} R_j^* G$ in the dual basis as $P_{\tau^*} R_j^* G = \sum_{\alpha \in I_j} \frac{L_j}{m_j} (G, v_\alpha) P_{\tau^*} w_\alpha$. Let $X_\alpha$ denote the summand. The proof makes use of Bernstein inequality (34) which mandates appropriate bound on $\|X_\alpha\|$ and $\|E[X_\alpha^2]\|$. First consider the bound on the latter term. Noting that $X_\alpha^2 = \frac{L_j^2}{m_j^2} (G, v_\alpha)^2 (P_{\tau^*} w_\alpha)^2$, we have the following bound for $E[X_\alpha^2]$ using Lemma A.5 and the fact that $w_\alpha^2$ is positive semidefinite.

$$
E[X_\alpha^2] \leq \frac{n^2}{2m_j} \max_{\alpha \in I_j} (G, v_\alpha)^2 \|w_\alpha\|^2 \leq \frac{n^2}{2m_j} \max_{\alpha \in I_j} (G, v_\alpha)^2 \max_{\|\varphi\|_2 = 1} \langle \varphi, \left( \sum_{\alpha \in I_j} w_\alpha^2 \right) \varphi \rangle
$$

(35)

Due to the special structure of $w_\alpha$ in the EDG problem, it is straightforward to verify that

$$
\sum_{\alpha \in I_j} w_\alpha^2 = 2nT - 211^T
$$

It now follows that $J_{\text{max}}(\sum_{\alpha \in I_j} w_\alpha^2) = 2n$ which implies that

$$
E[X_\alpha^2] \leq \frac{n^3}{m_j^2} \max_{\alpha \in I_j} (G, v_\alpha)^2 \leq \frac{n^3}{m_j^2} \nu = \frac{n \nu}{m_j}
$$

Next, consider a bound on $\|X_\alpha\|$ which results

$$
\|X_\alpha\| \leq \frac{n^2}{2m_j} \max_{\alpha \in I_j} (G, v_\alpha) \|P_{\tau^*} w_\alpha\| \leq \frac{n^2}{2m_j} \sqrt{\nu \|w_\alpha\|}
$$

(36)

We consider two cases. If $\nu \geq \frac{1}{r}$, $\|X_\alpha\| \leq \frac{n \sqrt{\nu}}{m_j} = R_1$ and if $\nu < \frac{1}{r}$, $\|X_\alpha\| \leq \frac{n \sqrt{\nu}}{m_j} = R_2$. Finally, we apply the Bernstein inequality with $R_1, R_2$ and $\sigma^2 = \frac{n \nu}{m_j}$. It can be easily verified that $\frac{\sigma^2}{R_1} \leq \frac{1}{\sqrt{r}}$ and $\frac{\sigma^2}{R_2} \leq \frac{1}{\sqrt{r}}$. Therefore, for all $t \leq \frac{1}{\sqrt{r}}$

$$
\Pr(\|P_{\tau^*} R_j^* G\| \geq t) \leq 2n \exp\left( -\frac{t^2 \kappa_j r}{8\nu} \right)
$$

(37)

with $\kappa_j = \frac{m_j}{m \sqrt{m}}$. This concludes the proof of Lemma 3.

In what follows, it will be argued that any positive semidefinite matrix different from $M$ is not a solution of the optimization problem in (9) with very high probability implying that $M$ is a unique solution to (9) with very probability. Precisely, the goal is to show that $\Pr(X \in S_+ : \|R_\omega X = R_\omega M \& X \neq M, \|X\| < \|M\|) \leq p$ where $p$ is a “very small” probability to be set explicit later. For some $X \in S_+$, define the deviation $\Delta = X - M$ and consider the following two cases based on deterministic comparisons of $\|\Delta\|_F^2$ and $\|\Delta\|_2^2$. Let $S_1 = \{X \in S_+ : \|\Delta\|_F^2 \geq \left( \frac{4 \nu}{m} \|\Delta\|_2^2 \right)^2 \}$ and $S_2 = \{X \in S_+ : \|\Delta\|_F^2 < \left( \frac{4 \nu}{m} \|\Delta\|_2^2 \right)^2 \}$.

1. Assume $\Omega$ is sampled uniformly at random with out replacement and $|\Omega| = m$ is “sufficiently large” which will be made explicit later. Then, using Lemma 1, it follows that $\Pr(\Omega \in \Omega_1 \|R_\Omega^* P_{\tau^*} Z - P_{\tau^*} Z\|_F < \frac{1}{2\nu} \|\Delta\|_2^2) = 1 - p_1$. Using theorem 2(a), for all $X$ satisfying the size condition, $R_\Omega(\Delta) \neq 0$ implying that they are feasible solutions to (9) with probability $p_1$. More precisely, $\Pr(\forall X \in S_1 \|R_\Omega(\Delta) = 0\) = p_1$.

2. Similarly, as in case 1, assume an $\Omega$ sampled uniformly at random with out replacement with $|\Omega| = m$ “sufficiently large” using theorem 2(b), $\Pr(\Omega \in \Omega_2 \|Y\| \in \mathcal{R}_\Omega & \|P_{\tau^*} Y - \text{Sgn} M\|_F \leq \frac{1}{2\nu} \& \|P_{\tau^*} Y\| \leq \frac{1}{2}) = 1 - \epsilon$ where $\epsilon$ is a failure probability at most $\sum_{i=1}^n \{p_2(i) + p_3(i) + p_4(i)\}$. As noted in the proof of theorem 2(b), the existence of such a $Y$ implies that $\|X\|_F > \|M\|_F$ for all $X$. Then, the probability of all $X$ satisfying the size condition being solutions to (9) is $\epsilon$. More precisely, $\Pr(\forall X \in S_2 \|X\|_F > \|M\|_F) = \epsilon$.

Using the union bound, $X \neq M$ is a solution to the EDG nuclear minimization problem with probability which is at most $p = p_1 + \sum_{i=1}^n \{p_2(i) + p_3(i) + p_4(i)\}$. In what follows, the goal is to ensure that $p$ is “small” meaning that $M$ is a unique solution to (9) with very high probability. This is attained by a suitable choice of the parameters $l$ and $m_l$ which is detailed below.

The first failure probability is the failure that condition in Theorem 2(a) does not hold and is given by

$$
p_1 = \exp\left( \frac{-\kappa}{64 \left( \nu + \frac{1}{m} \right)} + \frac{1}{4} \right)
$$
In the proof of Lemma 2, the failure probabilities \( p_2(i) \), \( p_3(i) \) and \( p_4(i) \) are given by
\[
p_2(i) = \exp\left(\frac{-k_i}{64}(v + \frac{1}{nr}) + \frac{1}{4}\right) \quad ; \quad p_3(i) = 2n \exp\left(\frac{-3k_i}{128v}\right) \quad ; \quad p_4(i) = n^2 \exp\left(\frac{-3k_i}{64v}\right) \quad \forall i \in [1, l]
\]
To prove Theorem 1, it remains to specify \( k_i \) and show that the total probability of failure is very “small”. In precise terms, this means that the probability of failure is bounded above by \( n^{-\beta} \) for some \( \beta > 1 \). \( k_i \) is chosen in such a way that all the failure probabilities, \( p_1, p_2(i), p_3(i), p_4(i) \) are at most \( \frac{1}{4n}n^{-\beta} \). With this, one appropriate choice for \( k_i \) is \( k_i = 96(v + \frac{1}{nr})(\beta \log(n) + \log(4l)) \).

Using the union bound, it can be verified that the total failure is bounded above by \( n^{-\beta} \). The number of basis matrices, \( m = lnrk_i \), that we need to sample must be at least
\[
\log_2(4L \sqrt{r})nr\left(96[v + \frac{1}{nr}]\beta \log(n) + \log(4\log_2(4L \sqrt{r}))\right)
\]
This finishes the proof of Theorem 1 and it can be concluded that the minimization program in (9) recovers the true inner product matrix with very high probability.

C. Noisy EDG Completion

In a practical settings, the available partial information is not exact but noisy. For simplicity, consider an additive Gaussian noise \( \tilde{Z} \) with mean \( \mu \) and variance \( \sigma \). The modified nuclear norm minimization for the EDG problem can now be written as
\[
\begin{align*}
\text{minimize} & \quad \|X\|_* \\
\text{subject to} & \quad R_{\Omega}(X) = R_{\Omega}(M) + R_{\Omega}(Z)
\end{align*}
\]
Unlike the standard matrix completion problem, the noise parameters for the EDG problem can not be chosen arbitrarily. The reason is that the perturbed distance matrix needs to be non-negative. In the context of numerically solving the noisy EDG problem, details of how to set these parameters will be discussed in the next section. Under the assumption that \( \mu \) and \( \sigma \) are chosen appropriately, we posit that the theoretical guarantees for the exact case extend to noisy EDG completion. Assume \( \|R_{\Omega}(Z)\| \leq \delta \) with \( \delta \) characterizing the level of noise. Following the analysis in [37] and using the dual basis framework, it can be surmised that Theorem 1 holds true with failure probability proportional to \( \delta \). A sketch of such a theorem is stated below.

**Theorem 5.** Let \( M \in \mathbb{R}^{r \times n} \) matrix of rank \( r \) that obeys the coherence conditions (12), (13) and (14) with coherence \( v \). Assume \( m \) measurements \( \langle M, w_\Omega \rangle \), sampled uniformly at random without replacement are corrupted with Gaussian noise of mean \( \mu \) and variance \( \sigma \). For \( \beta > 1 \), if
\[
m \geq \log_2(4L \sqrt{r})nr\left(96[v + \frac{1}{nr}]\beta \log(n) + \log(4\log_2(4L \sqrt{r}))\right)
\]
then
\[
\|M - \hat{M}\|_F \leq f\left(n, \frac{m}{n^r}, \delta\right)
\]
where \( \hat{M} \) is a solution to (39) with probability at least \( 1 - n^{-\beta} \).

The interpretation of the above theorem is that the EDG problem is stable to noise. Numerical experiments confirm this consideration. However, a precise analysis mandates characterization of the level of noise and an exact specification of \( f \) in the above theorem. This is left for future work.

IV. Numerical Algorithms

The theoretical analysis so far shows that the nuclear minimization approach yields a unique solution for the EDG problem. In this section, we aim at developing a practical algorithm to recover the inner product matrix \( X \) given partial pairwise distance information supported on some random set \( \Omega \). Since the available partial information might be noisy in applications, we also extend the algorithm to this case.

A. Exact partial information

An algorithm similar to ours appears in [7] where the authors design an algorithm employing the augmented Lagrangian method to recover the Gram matrix. A crucial part of their algorithm uses the hard thresholding operator which computes eigendecompositions at every iteration and is computationally intensive. Comparatively, an advantage of our algorithm is that it does not require an eigendecomposition making it fast and suitable for tests on large data. Since the nuclear norm of a positive semidefinite matrix equates to its trace, we consider the following minimization problem.
\[
\min_{X \in \mathbb{R}^{r \times n}} \text{Trace}(\tilde{X}) \quad \text{subject to} \quad R_{\Omega}(\tilde{X}) = R_{\Omega}(M) \quad , \quad \tilde{X} \cdot 1 = 0 \quad \text{and} \quad \tilde{X} \succeq 0
\]
Consider a matrix $C \in \mathbb{R}^{n \times (n-1)}$ satisfying $C^T C = I$ and $C^T 1 = 0$, we rewrite the above minimization problem as follows by changing of variable $\tilde{X} = CXC^T$.

$$\min_{X \in \mathbb{R}^{n \times (n-1)}} \text{Trace} (CXC^T) \quad \text{subject to} \quad \mathcal{R}_d(CXC^T) = \mathcal{R}_d(M), \quad X \succeq 0$$

Note that the sum to one constraint drops out since $C^T 1 = 0$ and $CXC^T \succeq 0$ if $X \succeq 0$. To enforce that $X$ is positive semidefinite, let $X = \bar{P}\bar{P}^T$ where $\bar{P} \in \mathbb{R}^{(n-1) \times q}$ with $q$ unknown a priori. Since $\bar{P}\bar{P}^T$ has at most rank $q$, it entails a good estimate for $q$ which ideally should be a reasonable estimate of the rank. Due to the trace regularization, our algorithm only needs a rough guess of $q$. The above minimization problem now reduces to

$$\min_{P \in \mathbb{R}^{(n-1) \times q}} \text{Trace} (C\bar{P}\bar{P}^T C^T) \quad \text{subject to} \quad \mathcal{R}_d(C\bar{P}\bar{P}^T C^T) = \mathcal{R}_d(M)$$

With $P = C\bar{P}$, consider the simplified minimization problem.

$$\min_{P \in \mathbb{R}^{n \times q}} \text{Trace} (PP^T) \quad \text{subject to} \quad \mathcal{R}_d(PP^T) = \mathcal{R}_d(M)$$

The above technique, the change of variables employing $C$, has been previously used [21], [27]. In [27], the authors remark that the reparameterization leads to numerically stable interior point algorithms. Note that $C$ is simply an orthonormal basis for the space $\{x \in \mathbb{R}^n \mid x^T 1 = 0\}$. For the EDG problem, the goal is to find the Gram matrix $\tilde{X} = CXC^T = CC^T PP^T C^T$. $CC^T$ is simply the orthogonal projection onto the aforementioned space given by $CC^T = I - \frac{1}{2}11^T$. Given $\tilde{X}$, classical MDS can then be used to find the point coordinates. Therefore, our focus is on solving for $P$ in (41). We employ the method of augmented Lagrangian to solve the minimization problem. The constraint $\mathcal{R}_d(PP^T) = \mathcal{R}_d(M)$ can be written compactly using the linear operator $\mathcal{A}$ defined as $\mathcal{A}: \mathbb{R}^{n \times q} \rightarrow \mathbb{R}$ with $\mathcal{A}(X) = f \in \mathbb{R}^{\mathbb{R}^{n \times 1}}$, $f_i = \langle X, w_{\alpha_i} \rangle$ for $\alpha_i \in \Omega$. For latter use, the adjoint of $\mathcal{A}$, $\mathcal{A}^*$, can be derived as follows. For $y \in \mathbb{R}^{\mathbb{R}^{n \times 1}}$, $\langle \mathcal{A}X, y \rangle = \sum_i \langle X, w_{\alpha_i} \rangle y_i = \langle X, \sum_i y_i w_{\alpha_i} \rangle$. It follows that $\mathcal{A}^* y = \sum_i y_i w_{\alpha_i}$. Thus, we write (41) as

$$\min_{P} \text{Trace} (PP^T) \quad \text{subject to} \quad \mathcal{A}(PP^T) = b$$

The augmented Lagrangian is given by

$$L(P, \Lambda) = \text{Trace} (PP^T) + \frac{r}{2} ||\mathcal{A}(PP^T) - b + \Lambda||_2^2$$

where $\Lambda \in \mathbb{R}^{(\mathbb{R}^{n \times 1})}$ denotes the Lagrangian multiplier and $r$ is the penalty term. The augmented Lagrangian step is simply $P^k = \arg \min L(P; \Lambda^{k-1})$ followed by updating of the multiplier $\Lambda^k$. To solve the first problem with respect to $P$, the Barzilai-Borwein steepest descent method [38] is employed with objective function $\text{Trace} (PP^T) + \frac{r}{2} ||\mathcal{A}(PP^T) - b + \Lambda^{k-1}||_2^2$ and gradient $2P + 2r\mathcal{A}^* (\mathcal{A}(PP^T) - b + \Lambda^{k-1}) P$. The iterative scheme is summarized in Algorithm 1.

**Algorithm 1** Augmented Lagrangian based scheme to solve (42)

1: **Initialization:** Set $\Lambda^0 = 0$, $q = 10$, $P^0 = \text{rand}(n, q)$, $E^0 = E^0_{\text{Total}} = 0$. Set max iterations, hbiterations, r, Tol
2: for $k = 1$: max iterations do
3: Barzilai-Borwein(BB) descent for $P^k = \arg \min L(P; \Lambda^{k-1})$.
4: $\Lambda^k = \Lambda^{k-1} + \mathcal{A}(P^k(P^k)^T) - b$
5: $E^k = \frac{r}{2} ||\mathcal{A}(P^k(P^k)^T) - b||_2^2$
6: $E^k_{\text{Total}} = \text{Trace} (P^k(P^k)^T) + \frac{r}{2} ||\mathcal{A}(P^k(P^k)^T) - b + \Lambda^k||_2^2$
7: if $E^k < \text{Tol}$ & $E^k_{\text{Total}} < \text{Tol}$ then break
8: end if
9: end for

**B. Partial information with Gaussian noise**

Assume that the available partial information is noisy. Formally, $\mathcal{R}_d(X) = \mathcal{R}_d(M) + \mathcal{R}_d(Z)$ where $\mathcal{R}_d(Z)$ is an additive Gaussian noise. Proceeding analogously to the case of exact partial information, the following minimization problem is obtained.

$$\min_{P} \text{Trace} (PP^T) + \frac{A}{2} ||\mathcal{R}_d(PP^T) - \mathcal{R}_d(M)||_F^2$$

Using the operator $\mathcal{A}$ introduced earlier, (43) can be rewritten as

$$\min_{P} \text{Trace} (PP^T) + \frac{A}{2} ||\mathcal{A}(PP^T) - b||_2^2$$

where $b = \mathcal{A}(M)$. The augmented Lagrangian is given by

$$L(P; \Lambda) = \text{Trace} (PP^T) + \frac{A}{2} ||\mathcal{A}(PP^T) - b||_2^2$$
where $\Lambda \in \mathbb{R}^{n \times 1}$ denotes the Lagrangian multiplier and $r$ is a penalty term. The augmented Lagrangian step is simply $P^k = \arg\min \ L(P; \Lambda^{k-1})$. As before, $P$ is computed using the Barzilai-Borwein steepest descent method with objective function Trace $(PP^T + \frac{1}{2}\|A(PP^T) - b\|_2^2)$ and gradient $2P + 2\lambda \mathcal{A}'(A(PP^T) - b)P$. The iterative scheme is summarized in Algorithm 2.

Algorithm 2 Augmented Lagrangian based scheme to solve (44)

1. **Initialization**: Set $q = 10$, $P^0 = \text{rand}(n,q)$, $E_{\text{Total}}^0 = 0$. Set max iterations, biterations, $r, \lambda, \text{Tol}$
2. for $k = 1$: max iterations do
3. Barzilai-Borwein(BB) descent for $P_k$.
4. $E_{\text{Total}}^k = \text{Trace} \ (P^k(P^k)^T + \frac{1}{2}\|A(P^k(P^k)^T) - b\|_2^2$
5. if $E_{\text{Total}}^k < \text{Tol}$ then
6. break

V. Numerical Results

In this section, we demonstrate the efficiency and accuracy of the proposed algorithms. All the numerical experiments are ran in MATLAB on a laptop with an Intel Core I7 2.7 GHz processor and a 16GB RAM.

A. Experiments on synthetic and real data

We first test the Euclidean distance geometry problem on different three-dimensional objects. These objects include a sphere, a cow, and a map of a subset of US cities. Given $n$ points from these objects, the full $n \times n$ distance matrix $D$ has $n(n - 1)/2 = L$ degrees of freedom. The objective is to recover the full point coordinates based on uniformly randomly choosing $\gamma L$ entries of $D$ with $\gamma \in [0, 1]$. Algorithm 1 and Algorithm 2 output $P$ from which $X = PP^T$ is constructed. Classical MDS is then used to find the global coordinates. In all of the numerical experiments, a rank estimation $q = 10$ is used. This choice shows that the algorithms recover the ground truth despite a rough estimate of the true rank. The stopping criterion is a tolerance on the relative total energy defined as $(E_{\text{Total}}^k - E_{\text{Total}}^{k-1})/E_{\text{Total}}^0$. For Algorithm 1, an additional stopping criterion is a tolerance on $E_{\text{Total}}^k = \frac{1}{2}\|A(P_k) - b\|_2^2$. In all of the numerical experiments, the tolerance is set to $10^{-5}$. The maximum iteration is set to 100.

Accuracy of the reconstruction is measured using the relative error of the inner product matrix $\frac{\|X - \overline{X}\|_F}{\|\overline{X}\|_F}$ where $X$ is the numerically computed inner product matrix and $\overline{X}$ is the ground truth.

For different sampling rates, Figure 1 displays the reconstructed three-dimensional objects assuming that exact partial information is provided. For all experiments, the penalty term $r$ is set to 1.0. Table II shows the relative error of the inner product matrix for all the different cases. The algorithm provides very good reconstruction except the 1% sphere. For this specific case, the distance matrix for the sphere is comparatively small. This means that 1% provides very little information and more samples are needed for reasonable reconstruction.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>1%</th>
<th>2%</th>
<th>3%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>3.27e−01</td>
<td>2.10e−03</td>
<td>7.98e−05</td>
<td>3.21e−05</td>
</tr>
<tr>
<td>Cow</td>
<td>1.53e−04</td>
<td>7.08e−05</td>
<td>5.03e−05</td>
<td>3.65e−05</td>
</tr>
<tr>
<td>US Cities</td>
<td>1.94e−04</td>
<td>1.13e−04</td>
<td>7.53e−05</td>
<td>5.82e−05</td>
</tr>
</tbody>
</table>

For the case of partial information with the additive Gaussian noise $N(\mu, \sigma)$, the noisy distance matrix can be written as $\hat{D} = D + N(\mu, \sigma)$. The standard deviation $\sigma$ is a critical parameter determining the extent to which the underlying information is noisy. In the EDG problem, the perturbed distance matrix $\hat{D}$ must have non-negative entries. Thus $\mu$ and $\sigma$ need to be chosen carefully to satisfy this condition. In our numerical experiments, $\sigma$ is set to be the minimum non-zero value of the partial distance matrix and $\mu$ is $3\sigma$. It can be easily verified that, with very high probability, these choices ensure a non-negative noisy distance matrix. The choice of $\sigma$ corresponds to the case where the error of the measurement is in the order of the minimum distance. While this choice might not reflect practical measurements, the setting allows us to test the extent to which the algorithm handles a noisy data. The parameter $\lambda$ is a penalty term which needs to be chosen carefully. It can be surmised that $\lambda$ needs to increase with increasing sampling rate. For our numerical experiments, a simple heuristic is to set $\lambda = 100\gamma$. While a more sophisticated analysis might result an optimal choice of $\lambda$, the simple choice is found to be sufficient and effective in the numerical tests. For different sampling rates, Figure 2 displays the reconstructed three-dimensional objects assuming that a
noisy partial information is provided. Table III shows the relative error of the inner product matrix for all the different cases. The algorithm results good reconstruction except the 1% sphere. As discussed earlier, this specific case requires relatively more samples for reasonable reconstruction.

TABLE III
RELATIVE ERROR OF THE INNER PRODUCT MATRIX FOR DIFFERENT THREE-DIMENSIONAL OBJECTS UNDER DIFFERENT SAMPLING RATES. THE RELATIVE ERROR IS AN AVERAGE OF 50 RUNS AND THE PARTIAL INFORMATION IS NOISY.

<table>
<thead>
<tr>
<th></th>
<th>1%</th>
<th>2%</th>
<th>3%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>5.21e − 01</td>
<td>5.55e − 02</td>
<td>1.86e − 02</td>
<td>8.80e − 03</td>
</tr>
<tr>
<td>Cow</td>
<td>2.84e − 02</td>
<td>6.60e − 03</td>
<td>3.80e − 03</td>
<td>2.00e − 03</td>
</tr>
<tr>
<td>US Cities</td>
<td>2.80e − 02</td>
<td>9.00e − 03</td>
<td>5.50e − 03</td>
<td>3.10e − 03</td>
</tr>
</tbody>
</table>

We further apply the proposed algorithm to the molecular conformation problem [1]. In this problem, the aim is to determine the three-dimensional structure of a molecule given partial information on pairwise distances between the atoms. An instance of this problem is determining the structure of proteins using nuclear magnetic resonance (NMR) spectroscopy or X-ray diffraction experiments. The problem is challenging since the partial distance matrix obtained from experiments is sparse, non-uniform, noisy and prone to outliers [1], [39]. We test our method to a simple version of the problem to illustrate that the algorithm can also work on real data. Our numerical experiment considers two protein molecules identified as 1AX8 and 1RGS obtained from the Protein Data Bank [40]. We use a preprocessed version of the data taken from [39]. Given the full distance matrix, the partial data is a random uniform sample with 3% sampling rate. The setup of the numerical experiments is the same as before. Figure 3 displays the reconstructed three-dimensional structure of 1AX8 and 1RGS under exact partial information and noisy partial information. The results demonstrate that the algorithm provides good reconstruction of the underlying three-dimensional structures.
B. Computational comparisons of Algorithms

To evaluate the efficiency of the proposed algorithms, numerical tests are carried out using algorithm 1 and algorithm 2. For the test, the input is a random uniform sample of the exact/noisy distance matrix of one of the three-dimensional objects discussed earlier (a sphere, a cow and a map of a subset of US cities). The sampling rate is set to 5% and the algorithms are run until a stopping criterion discussed before is met. In what follows, the reported results are averages of 50 runs and the number of iterations is the ceiling of the average number of iterations. Tables IV summarizes the results of the computational experiments for the three-dimensional objects. It can be concluded that the algorithm is fast and converges in few iterations to the desired solution.

We also conduct comparisons with the algorithm for the EDG problem proposed in [7] that also employs the augmented Lagrangian method. As remarked earlier, the main difference between the two algorithms is on the way the positive semidefinite condition is imposed on the inner product matrix $X$. In [7], the positive semidefinite condition is imposed on $X$ directly while algorithm 1 uses the factorization $PP^T$ to enforce this condition. To compare the two algorithms, we use the same input of data which is a random uniform sample of the distance matrix of one of the three-dimensional objects. The sampling rate is...
set to 5%. For both algorithms, the stopping criterion is the relative error of the total energy and the tolerance is set $10^{-5}$.

Table V summarizes the comparison of these two algorithms. The reported results are averages of 10 runs. We see that our algorithm converges to the desired solution faster and with significantly less number of iterations.

Finally, we consider the molecular conformation problem and compare our algorithm to the DISCO algorithm proposed in [39]. The DISCO algorithm is an SDP based divide and conquer algorithm. In [39], the authors demonstrate that the algorithm is effective on sparse and highly noisy molecular conformation problems. For the numerical tests, the input for both algorithms is a protein molecule. The sampling rate is set to 5% and it is assumed that the underlying partial information is exact. We downloaded the DISCO code, a MATLAB mex code version 1.4, from http://www.math.nus.edu.sg/~mattohkc/disco.html which provides an input file and executables. For our algorithm, the stopping criterion is maximum number of iterations set to 200. We emphasize that the rank estimate using our method for all experiments is 5. This means our method has 5/3 times variables to the method used in DISCO which compute molecular coordinates directly (i.e. rank number is 3). The DISCO algorithm has a radius parameter which implies that the input distance matrix consists pairwise distances less than or equal to the radius. For consistent comparison with the EDG problem and our algorithm, the radius is set large. In lack of a source code for DISCO, under the above setups, we run the algorithm as it is. Table VI summarizes the comparison of these two algorithms. The reported results are averages of 20 runs. We see that our algorithm attains a relative error of the same order as DISCO but is faster on all the tests. Some caveats about the comparison are the assumption on the radius and a very sparse partial exact information. In [39], the radius is set to 6 Å since NMR measurements have a limited range of validity estimated to be 6 Å. With this choice, the problem departs from the EDG problem since there is localization. For this localization problem with a noisy input data and relatively sparse input (20% of distance within the radius), we note that DISCO results in excellent reconstruction of the protein molecules. The above comparison is meant to illustrate that, for a simplistic setup, our algorithm is very fast and has the potential to handle tests on large protein molecules.

### Table IV

**Computational summary of Algorithm 1 from 50 runs. The data are the different three-dimensional objects. The sampling rate is 5%.**

<table>
<thead>
<tr>
<th>3D Object</th>
<th>Number of Points</th>
<th>Computational Time(Sec)</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exact</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sphere</td>
<td>1002</td>
<td>3.27</td>
<td>9</td>
</tr>
<tr>
<td>Cow</td>
<td>2601</td>
<td>68.08</td>
<td>26</td>
</tr>
<tr>
<td>US Cities</td>
<td>2920</td>
<td>101.92</td>
<td>34</td>
</tr>
<tr>
<td><strong>Noisy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sphere</td>
<td>1002</td>
<td>10.56</td>
<td>19</td>
</tr>
<tr>
<td>Cow</td>
<td>2601</td>
<td>62.63</td>
<td>17</td>
</tr>
<tr>
<td>US Cities</td>
<td>2920</td>
<td>62.33</td>
<td>18</td>
</tr>
</tbody>
</table>

### Table V

**Comparison of the proposed Algorithm 1 and the algorithm in [7] with 10 runs. The data are the different three-dimensional objects. It is assumed that the partial information is exact. The sampling rate is 5%.**

<table>
<thead>
<tr>
<th>3D Object</th>
<th>Number of Points</th>
<th>Computational Time(Sec)</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Alg. 1</td>
<td>Alg. [7]</td>
</tr>
<tr>
<td>Sphere</td>
<td>1002</td>
<td>3.06</td>
<td>101.85</td>
</tr>
<tr>
<td>Cow</td>
<td>2601</td>
<td>51.40</td>
<td>1387.80</td>
</tr>
<tr>
<td>US Cities</td>
<td>2920</td>
<td>72.51</td>
<td>2417.30</td>
</tr>
</tbody>
</table>

### Table VI

**Comparison of the proposed Algorithm 1 and the algorithm in [39] with 20 runs. The data are the different protein molecules. It is assumed that the partial information is exact. The sampling rate is 5%.**

<table>
<thead>
<tr>
<th>Protein Molecule</th>
<th>Number of Points</th>
<th>Computational Time(Sec)</th>
<th>Relative error of the inner product matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Alg. 1</td>
<td>Alg. [39]</td>
</tr>
<tr>
<td>1PTQ</td>
<td>402</td>
<td>3.38</td>
<td>11.97</td>
</tr>
<tr>
<td>1AX8</td>
<td>1003</td>
<td>9.44</td>
<td>45.94</td>
</tr>
<tr>
<td>1RGS</td>
<td>2015</td>
<td>52.62</td>
<td>214.30</td>
</tr>
<tr>
<td>1KDH</td>
<td>2923</td>
<td>104.60</td>
<td>438.04</td>
</tr>
<tr>
<td>1BPM</td>
<td>3672</td>
<td>223.14</td>
<td>392.29</td>
</tr>
</tbody>
</table>
C. Phase transition of Algorithm 1

Last but not least, we numerically investigate the optimality of the proposed algorithm by plotting the phase transition. Given the number of points and the underlying rank, the theory provides the sampling rate which leads to successful recovery with very high probability (see Theorem 1). To investigate the optimality of Algorithm 1, the following numerical experiment was carried out. Consider sampling rates ranging from 1% to 100% and rank ranging from 1 to 40. For each pair, Algorithm 1 is run 50 times. Successful recovery refers to the case where the relative error of the inner product matrix is within tolerance. As remarked earlier, the tolerance is set to $10^{-5}$. Out of the 50 runs, the number of times the algorithm succeeds provides us with a probability of success. This procedure is repeated for all combination of sampling rate and rank. Figure 4 shows the optimality result of Algorithm 1. Namely, for a large portion in the sampling rate-rank domain, the proposed algorithm can provide successful reconstruction.

![Figure 4: Success probability of Algorithm 1 given sampling rate and rank.](image)

VI. Conclusion

In this paper, we formulate the Euclidean distance geometry (EDG) problem as a low rank matrix recovery problem. Adopting the matrix completion framework, our approach can be viewed as completing the gram matrix with respect to a suitable basis given few uniformly random distance samples. However, the existing analysis based on the restricted isometry property (RIP) does not hold for our problem. Alternatively, we conduct analysis by introducing the dual basis approach to formulate the EDG problem. Our main result shows that the underlying configuration of points can be recovered with very high probability from $O(nr\nu\log^2(n))$ measurements if the underlying gram matrix obeys the coherence condition with parameter $\nu$. Numerical algorithms are designed to solve the EDG problem under two scenarios, exact and noisy partial information. Numerical experiments on various test data demonstrate that the algorithms are simple, fast and accurate. The technique in this paper is not specifically limited to the EDG problem. In our future work, we will extend our result and explore the low rank recovery of a matrix given few measurements with respect to any non-orthogonal basis.
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Proof. Using the eigenvalue decomposition of $X = U \Sigma U^T$. $Sgn X$ is simply $Sgn X = U (Sgn \Sigma) U^T = UD U^T$ where $D$ is the diagonal matrix resulting from applying the sign function to $\Sigma$. To show that $Sgn X \in \mathbb{S}$, we need to verify $Sgn X = (Sgn X)^T$ and $Sgn X \cdot 1 = 0$. Symmetry of $Sgn X$ is apparent from its definition, $(Sgn X)^T = UD U^T = Sgn X$. To show that $Sgn X \cdot 1 = 0$, consider $X \cdot 1 = 0$ using the spectral decomposition of $X$.

$$\sum_{i} \lambda_i u_i u_i^T \cdot 1 = 0 \longrightarrow u_i^T \sum_{i} \lambda_i u_i u_i^T \cdot 1 = 0 \longrightarrow (\lambda_i u_i^T) \cdot 1 = 0$$

The implication is that $\lambda_i = 0$ or $u_i^T \cdot 1 = 0$. With this, consider the spectral decomposition of the symmetric matrix $Sgn X$.

$$Sgn X = \sum_{j} sgn(\lambda_j) u_j u_j^T$$
where the last step simply follows from the fact that \( U \sum_i \) is a standard vector, a vector of zeros except a 1 in the \( i \)th position. With some calculations, it can be verified that the upper bound for an eigenvalue is simply \( 2 + \max_i H_\alpha H_\beta \). To find the maximum eigenvalue of \( H \), note that \( H_\alpha H_\beta \) is an eigenvector of \( H \) and \( e_i = (\alpha_1, \alpha_2, ... , \alpha_n) \). In \([41]\), this fact was used to state the following variant of Gershgorin’s theorem. Below, we restate this result, albeit minor changes, for ease of reference.

**Corollary 2 ([41]).** Let \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) and let \( d_1, d_2, ..., d_L \) be positive real numbers. Then all eigenvalues of \( A \) lie in the region

\[
\bigcup_{i=1}^{L} \left\{ z \in \mathbb{R} : |z - a_{ii}| \leq \frac{1}{d_i} \sum_{j=1, j \neq i}^{n} d_j |a_{ij}| \right\}
\]

Using the corollary, set \( d_1 = 9 \) and \( d_2 = d_3 = ... = d_L = 3 \). Apply the corollary on the matrix \( H^{-1} \). After minor calculation, we have \( \lambda_{\text{max}}(H^{-1}) \leq 1 \). Assume that the underlying inner product matrix \( M \) has coherence \( \nu \) with respect to the standard basis. Let \( e_i \in \mathbb{R}^n \) be the standard vector, a vector of zeros except a 1 in the \( i \)th position. For all \( i, 1 \leq i \leq n \), the coherence definition \([10]\) states that

\[
||P_U e_i||_2^2 \leq \frac{\nu r}{n}
\]
It suffices to consider the condition on $U$ since $M$ is symmetric. Given this, could one derive coherence conditions for the EDG problem? The answer is affirmative and is given in Lemma A.3 below.

**Lemma A.3.** If the underlying inner product matrix $M$ has coherence $\nu$ with respect to the standard basis, i.e. $M$ satisfies (45), then the following coherence conditions hold for the EDG problem.

$$\|P_\tau w_\alpha\|^2_F \leq \frac{8\nu r}{n} ; \quad \|P_\tau v_\alpha\|^2_F \leq \frac{8\nu r}{n}$$

**Proof.** Using the definition of $P_\tau$ and the fact that $w_\alpha$ is symmetric for any $\alpha$, we have

$$\|P_\tau w_\alpha\|^2_F = \langle w_\alpha, UU^T w_\alpha \rangle + \langle w_\alpha, w_\alpha uu^T \rangle - \langle w_\alpha, UU^T w_\alpha uu^T \rangle = \langle w_\alpha, UU^T w_\alpha \rangle - \langle UU^T w_\alpha uu^T, UU^T w_\alpha uu^T \rangle \leq 2\langle w_\alpha, UU^T w_\alpha \rangle$$

Note that $\langle w_\alpha, UU^T w_\alpha \rangle = \langle UU^T w_\alpha, UU^T w_\alpha \rangle \geq 0$. Using the definition of $\langle X, w_\alpha \rangle$ and the fact that $w_\alpha^2 = w_\alpha$ for any $\alpha$, $\langle w_\alpha, UU^T w_\alpha \rangle = 2[\langle UU^T \rangle_{a_1 a_1} + \langle uu^T \rangle_{a_2 a_2} - 2\langle uu^T \rangle_{a_1 a_2}] \leq 2[\langle UU^T \rangle_{a_1 a_1} + \langle uu^T \rangle_{a_2 a_2}]$ since $UU^T$ is positive semidefinite. This motivates a bound on $\max_{ij} |UU^T|_{ij}$.

$$|UU^T|_{ij} = \sum_{k=1}^r U_{ik}U_{jk} \leq \sum_{k=1}^r U_{ik}||U||_{jk} \leq \sqrt{\sum_{k=1}^r U_{ik}^2} \sqrt{\sum_{k=1}^r U_{jk}^2} \leq \frac{\sqrt{vr}}{\sqrt{n}} \frac{\sqrt{vr}}{\sqrt{n}} = \frac{vr}{n}$$

Using the above bound, $\langle w_\alpha, UU^T w_\alpha \rangle \leq \frac{4vr}{n}$ resulting the following bound for $\|P_\tau w_\alpha\|^2_F$.

$$\|P_\tau w_\alpha\|^2_F \leq \frac{8\nu r}{n}$$

To bound $\|P_\tau v_\alpha\|^2_F$, note that $\|P_\tau v_\alpha\|_F = \sum_{\beta \in I} \|H^{\alpha,\beta} P_\tau w_\beta\|_F = \sum_{\beta \in I} \|H^{\alpha,\beta}\| \|P_\tau w_\beta\|_F$. Using Lemma A.2 and the bound for $\|P_\tau w_\alpha\|^2_F$.

$$\|P_\tau v_\alpha\|^2_F \leq \frac{8\nu r}{n}$$

The above lemma shows that the coherence conditions with respect to standard basis lead to comparable EDG coherence conditions. Specifically, we obtain conditions equivalent up to constants to (15) and (16). We remark here that the conditions (13) and (17) do not simply follow from the coherence conditions with respect to the standard basis. We speculate that the equivalence is possible under certain assumptions but a rigorous analysis is left for future work.

**Lemma A.4.** Given any $X \in \mathbb{R}^{n \times \alpha}$,

$$\frac{1}{2n} \|X\|^2_F \leq \sum_{\alpha \in I} \langle X, w_\alpha \rangle^2 \leq \|X\|^2_F ; \quad \|X\|^2_F \leq \sum_{\alpha \in I} \langle X, w_\alpha \rangle^2 \leq 2n\|X\|^2_F$$

**Proof.** Vectorize the matrix $X$ and each dual basis $v_\alpha$. It follows that

$$\sum_{\alpha \in I} \langle X, v_\alpha \rangle^2 = \sum_{\alpha \in I} x^T v_\alpha v_\alpha^T x = x^T V V^T x$$

Orthogonalize $V$, $V = V(\sqrt{H^{-1}})^{-1}$. With this, $\sum_{\beta \in I} \langle X, v_\beta \rangle^2 = x^T \sqrt{H}^{-1} \sqrt{V}^T x$. It follows that

$$\lambda_{\min}(H^{-1}) \|x\|^2_2 = \frac{1}{2n} \|x\|^2_2 \leq \sum_{\beta \in I} \langle X, v_\beta \rangle^2 \leq \lambda_{\max}(H^{-1}) \|x\|^2_2 \leq \|x\|^2_2$$

where the above result follows from the min-max theorem and Lemma A.2. Proceeding analogously as above, noting that $\lambda_{\max}(H) = n$ and $\lambda_{\min}(H) \geq 1$ from Lemma A.2,

$$\|X\|^2_F \leq \sum_{\alpha \in I} \langle X, w_\alpha \rangle^2 \leq 2n\|X\|^2_F$$

This concludes the proof.

**Lemma A.5.** Let $c_\alpha \geq 0$. Then,

$$\left\| \sum_{\alpha} c_{\alpha} (P_{\tau^*} w_{\alpha})^2 \right\| \leq \left\| \sum_{\alpha} c_{\alpha} w_{\alpha}^2 \right\|$$

**Proof.** Using the definition of $P_{\tau^*} w_{\alpha}$, $\| \sum_{\alpha} c_{\alpha} (P_{\tau^*} w_{\alpha})^2 \|$ can be written as follows.

$$\left\| \sum_{\alpha} c_{\alpha} (P_{\tau^*} w_{\alpha})^2 \right\| = \left\| \sum_{\alpha} c_{\alpha} P_{U^*} w_{\alpha} P_{U^*} w_{\alpha} P_{U^*} \right\| = \left\| P_{U^*} \left( \sum_{\alpha} c_{\alpha} w_{\alpha} P_{U^*} w_{\alpha} P_{U^*} \right) P_{U^*} \right\|$$
Using the fact that the operator norm is unitarily invariant and $\|P X P\| \leq X$ for any $X$ and a projection $P$, $\left\| \sum_\alpha c_\alpha (P_{T_\alpha} w_\alpha)^2 \right\|$ can be upper bounded as follows
\[
\left\| \sum_\alpha c_\alpha (P_{T_\alpha} w_\alpha)^2 \right\| \leq \left\| \sum_\alpha c_\alpha P_{U_\alpha} w_\alpha \right\| = \left\| \sum_\alpha c_\alpha (w_\alpha - P_{U_\alpha} w_\alpha) \right\| = \left\| \sum_\alpha c_\alpha w_\alpha^2 - c_\alpha P_{U_\alpha} w_\alpha \right\|
\]
where the first equality follows from the relation $P_{U_\alpha} = I - P_{U_\alpha}$. Since $w_\alpha = w_\alpha^T$ and $c_\alpha \geq 0$, $\sum_\alpha c_\alpha w_\alpha^2$ is positive semidefinite. Using the relation $P_{U_\alpha} = P_{U_\alpha}$ and the assumption that $c_\alpha \geq 0$, $\sum_\alpha c_\alpha w_\alpha P_{U_\alpha} w_\alpha = \sum_\alpha c_\alpha P_{U_\alpha} P_{U_\alpha} w_\alpha$ is also positive semidefinite. Repeating the same argument, $\sum_\alpha c_\alpha w_\alpha P_{U_\alpha} w_\alpha$ is also positive semidefinite. Finally, using the norm inequality, $\|A - B\| \leq \max(\|A\|, \|B\|)$, for positive semidefinite matrices $A$ and $B$, the proof concludes.

Lemma A.6. Define $\eta(X) = \max_{\beta \in \Omega} |\langle X, v_\beta \rangle|$. For $X$ in $\mathbb{T}$,
\[
Pr(\max_{\beta \in \Omega} |\langle P_{T_\alpha} X - X, v_\beta \rangle| \geq t) \leq n^2 \exp \left( -\frac{3t^2 k_j}{16n \eta(X)^2} \right)
\]
for all $t \leq \eta(X)$ with $k_j = \frac{m_j}{n^r}$.

Proof. For some $v_\beta$, expand $\langle P_{T_\alpha} X - X, v_\beta \rangle$ in the following way:
\[
\langle P_{T_\alpha} X - X, v_\beta \rangle = \left\langle \sum_{\alpha | \beta \in \Omega} \frac{L}{m_j} \langle X, v_\beta \rangle P_{T_\alpha} w_\alpha - \frac{1}{m_j} \langle X, v_\beta \rangle, \right\rangle
\]

Note that the summand can be written as $Y_\alpha = X_\alpha - E[X_\alpha]$. By construction, $E[Y_\alpha] = 0$. To apply Bernstein inequality, it remains to compute a suitable bound for $|Y_\alpha|$ and $|E[Y_\alpha^2]|$. $|Y_\alpha|$ is bounded as follows.
\[
|Y_\alpha| = \left| \frac{L}{m_j} \langle X, v_\beta \rangle (P_{T_\alpha} w_\alpha, v_\beta) - \frac{1}{m_j} \langle X, v_\beta \rangle \right| \leq \frac{L}{m_j} \eta(X) \frac{4v}{n} + \frac{1}{m_j} \eta(X)
\]

Above, the first inequality follows from the coherence estimates (15) and (16). Next, we consider a bound $|E[Y_\alpha^2]|$. Since $E[Y_\alpha^2] = E[X_\alpha^2] - (E[X_\alpha])^2$, $E[Y_\alpha^2] \leq E[X_\alpha^2]$. It therefore suffices to consider a bound on $E[X_\alpha^2]$.
\[
|E[X_\alpha^2]| = \left| \frac{L^2}{m_j^2} \langle X, v_\beta \rangle^2 (P_{T_\alpha} w_\alpha, v_\beta)^2 \right| = \frac{L^2}{m_j^2} \sum_{\alpha | \beta \in \Omega} \langle X, v_\beta \rangle^2 (P_{T_\alpha} w_\alpha, v_\beta)^2 \leq \eta(X)^2 \frac{n^2}{2m_j} \frac{4v}{n} = \eta(X)^2 \frac{2v}{m_j k_j}
\]

Above, the last inequality follows from the coherence estimate (13). Finally, applying the Bernstein inequality with $R = |Y_\alpha|$ and $\sigma^2 = m|E[X_\alpha^2]|$. For $t \leq \frac{\sigma^2}{R} = \eta(X)$,
\[
Pr(\langle P_{T_\alpha} X - X, v_\beta \rangle | \geq t) \leq \exp \left( -\frac{3t^2 k_j}{16n \eta(X)^2} \right)
\]

The proof of Lemma A.6 concludes by simply applying the union bound.